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A b s t r a c t  
 

Myopia, a prevalent vision disorder with potential complications if untreated, requires early and 

accurate detection for effective treatment. However, traditional diagnostic methods often lack 

trustworthiness and explainability, leading to biases and mistrust. This study presents a four-phase 

methodology to develop a robust myopia detection system. In the initial phase, the dataset containing 

training and testing images is located, preprocessed, and balanced. Subsequently, two models are 

deployed: a pre-trained VGG16 model renowned for image classification tasks, and a sequential CNN 

with convolution layers. Performance evaluation metrics such as accuracy, recall, F1-Score, sensitivity, 

and log loss are utilized to assess the models' effectiveness. The third phase integrates explainability, 

trustworthiness, and transparency through the application of Explainable Artificial Intelligence (XAI) 

techniques. Specifically, Local Interpretable Model-Agnostic Explanations (LIME) are employed to 

provide insights into the decision-making process of the deep learning model, offering explanations for 

the classification of images as myopic or normal. In the final phase, a user interface is implemented for 

the myopia detection and XAI model, bringing together the a forementioned phases. The outcomes of 

this study contribute to the advancement of objective and explainable diagnostic methods in the field of 

myopia detection. Notably, the VGG16 model achieves an impressive accuracy of 96%, highlighting 

its efficacy in diagnosing myopia. The LIME results provide valuable interpretations for myopia cases. 

The proposed methodology enhances transparency, interpretability, and trust in the myopia detection 

process. 

 

 

1. INTRODUCTION  
Myopia, also known as nearsightedness, is a prevalent eye condition characterized by difficulty seeing distant objects 

clearly. It occurs when the cornea is excessively curved or the eyeball is elongated, leading to the focusing of light in front 

of the retina rather than directly on it. As a result, distant objects appear blurry, while close objects can be seen more clearly 

[1]. The diagnosis of myopia is typically done during an eye examination, which involves several tests. Visual acuity testing 

assesses the ability to see objects at various distances, while a refraction test determines the precise prescription needed for 

corrective lenses or glasses. A retinal examination is also conducted to examine the back of the eyes for signs of myopia. 

Additionally, information about the patient's family history and daily activities may be gathered to assess the risk factors 

associated with myopia [2].  

Myopia can be classified based on different factors, such as physiological myopia, which is associated with the natural 

growth of the eye and characterized by an increase in the axial diameter [3]. On the other hand, pathological myopia 

involves abnormal elongation of the eyeball and is often accompanied by thinning of the scleral wall. Myopia can also be 

categorized based on the age of onset, with congenital myopia appearing at birth and school myopia developing during 

childhood or adolescence [4]. The severity of myopia is further classified into three levels: low, moderate, and high. Low 

myopia refers to a refractive error of up to -3.00 diopters (D) and may cause slightly hazy distance vision, particularly in 

low light conditions. Moderate myopia ranges from -3.00 to -6.00 D and can result in more pronounced blurring of distance 

vision. High myopia, which exceeds -6.00 D, is associated with a higher risk of vision impairment [5]. Timely detection 

and appropriate treatment of myopia are crucial, as higher levels of myopia are linked to an increased risk of side effects 

such as glaucoma, myopic macular degeneration, and retinal detachment. Patients with high myopia, in particular, are more 
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prone to developing these problems, which can lead to irreversible vision loss. Therefore, early detection and proper 

management are essential in preventing vision loss associated with myopia [6][7].  

In recent years, new computational tools based on machine learning have made significant strides in solving perceptual 

problems, including image recognition, which has increasingly influenced various fields, including the biological sciences 

[8]–[11]. Among the popular deep neural networks, Convolutional Neural Networks (CNNs) stand out as one of the most 

effective for image recognition tasks [12]–[15]. These networks are designed to recognize patterns within images, making 

them well-suited for image-focused tasks and reducing the parameters required to set up the model [16]. Transfer learning, 

a technique that leverages knowledge from pre-trained models, has further enhanced the performance of machine learning 

algorithms in new tasks and domains [17]–[19]. The VGG-16 architecture, with its stacked convolutional layers, has 

become a standard benchmark for understanding fundamental design principles in deep learning [20].  

To detect myopia using deep learning models, several challenges need to be addressed. Myopia is a complex condition 

influenced by a wide range of hereditary and environmental risk factors, and different patients may exhibit various visual 

impairments. Developing a universal deep learning model for myopia detection is challenging due to the unique variations 

among individuals. Furthermore, deep learning models are often referred to as "black boxes," meaning it is difficult to 

comprehend their decision-making process. In critical fields like healthcare, interpretability is crucial for ensuring legal 

and ethical compliance [21]. To address these concerns, AI decision-making "explanations" are necessary to illuminate the 

reasoning behind the AI's conclusions [22]. These explanations help ensure reasoned arguments and adherence to moral 

and legal standards [23]. As AI, ML, and DL become more integrated with human-centric applications, explainability 

becomes increasingly important for scientists, regulators, and the general public, driving the need to open the "black box" 

for regulatory and social reasons [24][25]. 

A technique called Local Interpretable Model-Agnostic Explanations (LIME) offers instance-based explanations for any 

classifier's predictions. These explanations are derived from interpretable representations of the instance and are locally 

faithful to the instance, regardless of the type of classifier model. LIME uses an interpretable model to locally approximate 

the classifier and generate explanations. By capturing classifier behavior close to the instance being explained, LIME 

provides locally faithful explanations [26]. This method subdivides a given image into superpixels to produce explanations, 

capturing local contextual data about specific areas of the image. Perturbed images are generated by randomly hiding some 

superpixels, and the impact on the probability of correct class prediction is calculated [27]. 

To train the deep learning model for myopia detection, an appropriate dataset of myopia image data must be found. The 

dataset should be sufficiently large, representative, and properly labeled. Building a deep learning detection model involves 

choosing a suitable deep learning architecture, training the model on the myopia dataset, and optimizing its performance. 

Understanding the deep learning model's operation and providing a detailed analysis of the decision-making process 

increases user trust and the model's accuracy and dependability. Developing a user-friendly interface for users to submit 

their myopia images and obtain prompt feedback on the presence of myopia is crucial for the successful implementation of 

a myopia detection system. In this study, we propose an integrated methodology for myopia detection that combines a Deep 

Learning approach, Explainable Artificial Intelligence (XAI) Visualization, and a User Interface System. In this context, 

this paper aims to address the challenges in myopia detection by proposing an integrated methodology that combines a 

deep learning approach, XAI visualization, and a user interface system. The primary objective is to develop a trustworthy 

and reliable myopia detection system that enables early detection and appropriate treatment, thereby mitigating the risk of 

irreversible vision loss associated with myopia. The contributions of this study are as follows: 

 

1. Identification and preparation of the myopia dataset for training the deep learning model. 

2. Construction of a deep learning detection model, including the selection of a suitable architecture, training on the 

myopia dataset, and performance optimization. 

3. Analysis and explanation of the model's decisions using XAI visualization. 

4. Development of a user-friendly interface to submit and examine myopia images using the trained model. 

2. LITERATURE REVIEW 
In recent years, deep learning and computer vision techniques have shown promising potential for disease screening, 

including the detection of myopia using ocular appearance images [28]. The literature review provides valuable insights 

into the prevalence and impact of myopia, particularly in children and adults. The use of deep learning and computer vision 

for myopia screening and detection is explored in several studies, showcasing the potential of these technologies to aid in 

the early diagnosis and prevention of myopia-related complications. In [28] the researchers utilized deep learning 

techniques to develop a deep learning system (DLS) for myopia detection using ocular appearance images from children 

aged 6 to 18. The DLS demonstrated promising performance in detecting myopia, providing an efficient and potentially 

cost-effective screening method [28]. N Rauf et al. focused on pathological myopia, a severe form of myopia that can lead 

to blindness. They employed a convolutional neural network (CNN) model to automatically detect pathological myopia 

from fundus images, achieving high accuracy and demonstrating the potential for automated myopia detection [29]. R 
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Hemelings et al. assessed the use of CNNs for detecting pathological myopia and performing semantic segmentation of 

myopia-induced lesions from fundus images. Their CNN model, incorporating domain knowledge and fovea localization 

through segmentation, showed promising results for PM detection and lesion segmentation [30]. L Lu et al. addressed the 

growing epidemic of myopia in China and proposed deep learning systems to detect pathological myopia and myopic 

macular lesions. Their systems demonstrated robust performance, comparable to ophthalmologists and retinal specialists, 

indicating the feasibility of mass screening for myopic populations on a national scale [31].  

In all these studies, deep learning models showed potential for accurate myopia detection and lesion segmentation. 

However, it is essential to address challenges related to interpretability and explainability of the deep learning models' 

decisions, especially in medical applications [32], to gain trust and acceptance from medical practitioners and patients. 

Regarding the datasets used in the studies, the large volume of color retinal fundus images from myopia patients, obtained 

with ethical approval and adherence to the Declaration of Helsinki, offers a valuable resource for training and validating 

deep learning models for myopia detection. Overall, the reviewed literature highlights the significance of leveraging deep 

learning and computer vision techniques in myopia screening, early diagnosis, and intervention, which can contribute to 

preventing vision impairment and blindness associated with myopia. The combination of advanced technologies and large-

scale datasets brings a promising approach to address the challenges posed by myopia, especially in regions with a high 

prevalence of myopia. 

3. METHODOLOGY 
The methodology employed in this study serves as a structured approach to tackle the challenges and complexities 

associated with myopia detection and explanation. By implementing a systematic methodology, the study aims to enhance 

the diagnosis and explanation of myopia images through a comprehensive decision-making approach. The methodology 

consists of four distinct phases that collectively contribute to the overall study as shown in Figure 1. 

 

Fig. 1. Integration methodology phases for myopia detection  

The first phase focuses on the identification and pre-processing of the myopia dataset. This involves locating and preparing 

the dataset for subsequent analysis, ensuring its quality and suitability for training and testing the models. The second phase 

involves the development of the deep learning model. This encompasses constructing the model architecture, compiling it 

with appropriate optimization algorithms, and fitting it to the prepared dataset. The use of both a pre-trained VGG16 model 

and a sequential CNN with convolution layers provides a comprehensive approach to myopia detection. The third phase 



Noori et al, Applied Data Science and Analysis (ADSA) Vol. (2023), 2023, pp 1–15 

 

 

4 

centers on the development of the XAI model. This is achieved by implementing the LIME technique, which provides 

interpretability and insights into the decision-making process of the deep learning model. The XAI model enhances 

transparency and facilitates a better understanding of why specific predictions are made. The final phase involves the 

development of the user interface system, which integrates all the previous phases. This user-friendly system enables easy 

interaction with the deep learning model and XAI visualization, allowing healthcare professionals and patients to access 

accurate and explainable results for myopia diagnosis. By following this structured methodology, the study aims to provide 

a comprehensive and reliable approach to myopia detection and explanation.  

3.1 PHASE 1: Data Identification and Pre-processing 

The myopia data used in this study consisted of retinal fundus images obtained from Kaggle [33]. The data was categorized 

into two classes: myopia and normal. Before proceeding with the pre-processing, the images were divided into two sets 

based on whether they corresponded to the left or right eye. Figure 2 provides a visualization of sample myopia images 

from both the left and right eyes.  

 

  

Fig. 2. Samples of left and right eyes affected by myopia 

The next step involved preparing the data for model training. Initially, the labels (target values) were separated from the 

images and organized into a data frame, with each image being assigned the appropriate label based on its category (myopia 

or normal). This division ensured that each set contained an equal number of images from both categories, thereby avoiding 

any bias towards a specific class. The dataset initially consisted of 4139 images representing two classes of myopia. The 

testing dataset was comprised of 356 images, while the training dataset contained 3783 images. However, to address the 

class imbalance, the dataset was balanced, resulting in a total of 2492 images across the two classes. This balanced dataset 

was further split into training (2200 images) and testing (292 images) subsets, as illustrated in Figure 3. 
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Fig. 3. Pie plot showing the distribution of test and train data 

Subsequently, the images underwent pre-processing to transform them into a suitable format for the model. Since the input 

images were in JPEG format, they needed to be decoded into a tensor format that could be understood by the machine 

learning algorithm. To achieve this, the image files were read as binary strings using the TensorFlow method 

tf.io.read_file(). The JPEG-encoded images were then converted into 3-D tensors with dimensions [height, width, 

channels], where the channels represented the color channels (e.g., red, green, and blue) of the image, utilizing the 

tf.image.decode_jpeg() function. After obtaining the tensor representation of the images, they were resized to a standard 

dimension of (255, 255). This step ensured that all images had consistent dimensions, facilitating the model's learning 

process. Additionally, the pixel values of the images were normalized to a range of 0 to 1. Finally, the images were shuffled 

to eliminate any inherent structures or patterns in the data sequence. This shuffling process was crucial as it prevented the 

model from relying solely on specific patterns (e.g., patient ID or date) instead of the actual image attributes. In conclusion, 

these pre-processing procedures ensured that the input data was uniformly formatted and ready for training the deep 

learning model. 

3.2 PHASE 2: DL Model Development 

The model in this phase consists of several layers, including convolutional, pooling, flatten, and dense layers, which 

collectively process the input data and generate an output. Each layer has its own specific function and parameters. 

• Input Layer: This is the initial layer of the neural network that receives the input data. In this case, the input data 

consists of RGB images with dimensions of 255x255 pixels. The input layer acts as a placeholder for the input data 

and does not have any trainable parameters.  

• Convolutional Layer: The first convolutional layer is responsible for extracting features from the input image. It 

utilizes 32 filters, each with a size of 3x3. The activation function employed in this layer is the Leaky ReLU activation 

function (see Figure 4), defined as follows: 

 

𝑓(𝑥) = 𝑚𝑎𝑥(0.01 ∗ 𝑥 , 𝑥)     () 
 

 

Fig. 4.  Leaky ReLU activation function [34]. 
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Where alpha is a small negative slope constant. The padding is set to 'same', which means that the output size of the 

layer is the same as the input size. The output of this layer is a set of 32 feature maps, each with a size of 255x255.  

• Max Pooling Layer: The max pooling layer is employed to reduce the spatial dimensions of the feature maps. In this 

layer, a max pooling operation is performed on each feature map using a 2x2 filter with a stride of 2. The output of 

this layer is a set of 32 feature maps, each with a size of 127x127.  

• Flatten Layer: The flatten layer is responsible for reshaping the output of the previous layer into a 1D vector. This 

layer does not have any trainable parameters and simply flattens the input tensor.  

• Dense Layer: The first dense layer is utilized for feature extraction and transformation on the flattened input tensor. 

This layer consists of 128 neurons and uses the Leaky ReLU activation function. The output of this layer is a 1D vector 

with a size of 128.  

• Final Dense Layer: The final dense layer is employed for the classification task. It contains a single neuron with a 

sigmoid activation function, which produces a probability value ranging from 0 to 1. Values closer to 0 indicate a non-

myopic case, while values closer to 1 indicate a myopic case (see Figure 5), defined as follows:  

 

𝐹(𝑥) =
1

1 + 𝑒−𝑧
  () 

 

Fig. 5.  Sigmoid activation function [35] 

When applying transfer learning, the knowledge learned by a pre-trained model, such as VGG16, is utilized and adapted 

for a similar task. However, it should be noted that the VGG16 model was originally trained on a different dataset, such as 

ImageNet, which may not be directly applicable to the classification of retinal fundus images. Therefore, fine-tuning the 

model is necessary to make it more suitable for our specific data. This involves adjusting the model's parameters and 

architecture to better align with the characteristics of the retinal fundus images we are working with. By fine-tuning the 

pre-trained model, we can leverage its existing knowledge and improve its performance on our classification task. To 

optimize the VGG16 model for classifying retinal fundus images, the following actions are taken: 

 

• Step #1: The pre-trained VGG16 model is loaded. This model has already been trained on a large dataset and has 

learned useful features that can be leveraged for our classification task. 

• Step #2: Some of the layers in the VGG16 model are frozen, meaning their weights are not updated during training. 

This is done to preserve the low-level features, such as edges and curves that are already learned by the model. By 

freezing these layers, we can help the model generalize better to our specific data. 

• Step #3: New trainable layers are added on top of the pre-trained model. These additional layers allow the model to 

adapt to our specific classification goal. For example, a dropout layer with a rate of 0.2 is included to prevent 

overfitting, and a dense layer with 256 neurons is added to capture more complex patterns in the data. 

• Step #4: The complete model, including the pre-trained and newly added layers, is trained on our data. The pre-trained 

weights serve as a starting point, and the weights of the trainable layers are adjusted during training to fit our specific 

task. By fine-tuning the model on our data, we can benefit from the knowledge acquired by the pre-trained model and 

reduce the time and computational resources required for training. 
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By following these optimization steps, we can enhance the performance of the VGG16 model for classifying retinal fundus 

images and achieve better accuracy and generalization on our specific task. The next step in the process is to compile the 

model. After specifying the architecture of the model, it is assembled and configured for training. In this case, the optimizer 

used for compilation is Adam, which is a popular optimization algorithm that adapts the learning rate during training. The 

loss function chosen is BinaryCrossentropy, which is commonly used for binary classification tasks as it measures the 

difference between the predicted and actual values. In addition to the loss function and optimizer, various evaluation metrics 

are selected to assess the performance of the model. These metrics provide insights into different aspects of the model's 

performance. In this study, the following evaluation metrics are used: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

() 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

               () 

𝐹1 = 2.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

() 

LogLoss = −
1

𝑛
∑  

𝑛

𝑖=1

[𝑦𝑖 ⋅ 𝑙𝑜𝑔𝑒(�̂�𝑖) + (1 − 𝑦𝑖) ⋅ 𝑙𝑜𝑔𝑒(1 − �̂�𝑖)] 
() 

 

TP: True Positives, TN: True Negatives, FP: False Positives, FN: False Negatives 

3.3 PHASE 3: XAI Model Development 

LIME is a post-hoc model interpretation method used to provide explanations for individual predictions made by a black 

box model. In this study, LIME is employed to gain insights into the decision-making process of the deep learning model 

when classifying retinal fundus images as pathological myopia or normal. The goal is to generate explanations for each 

image in the testing set and visualize them to enhance understanding (see Figure 6). 

 

Fig. 6. LIME architecture [25] 

To apply LIME, the formula (7) is utilized, where h(x') represents the local interpretable model that approximates the 

behaviour of the complex model (f) around a specific instance (x'). The local interpretable model is a simpler and more 

understandable model. The relevance of samples near x' is determined by the weighting function, pi x', assigning higher 

weights to examples closer to x'. This ensures that the local model focuses on the most important features near x'. The loss 

function (L) calculates the discrepancy between the predictions of the complex model and the predictions of the local model 

on weighted samples near x'. 

 

ℎ(𝑥′) = 𝑎𝑟𝑔𝑚𝑖𝑛(ℎ) 𝐿(𝑓, ℎ, 𝑝𝑖𝑥′)  () 
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The process involves using the LIME library. Firstly, an instance of the LimeImageExplainer class is created with default 

parameters. This object is used to generate an explanation for a specific image by calling explain_instance and providing 

the input image and model prediction as parameters. The explain_instance method returns an explanation object containing 

information about the most important parts of the image for the prediction. 

After applying LIME to explain the model's predictions, the explanation.get_image_and_mask() method can be used to 

generate a binary mask indicating the areas of the input image that contributed the most to the predicted class. This binary 

mask can be visualized to highlight the relevant regions of the image. The get_image_and_mask() method accepts several 

parameters. For example, explanation.top_labels[0] specifies the generation of the mask for the top predicted class. The 

positive_only parameter determines whether both positive and negative regions are visible or only the positively 

contributing regions. The num_features parameter sets the number of features (regions) to include in the mask, and a smaller 

number can be specified to visualize fewer regions. 

The get_image_and_mask() method returns two outputs: the mask, which is a binary mask indicating the most important 

image regions for the prediction, and the segments, which assigns each pixel to a unique segment. The mask can be 

visualized using the mark_boundaries() function from the skimage.segmentation module. The application of LIME in this 

project aims to provide insights into the decision-making process of the deep learning model by generating explanations 

and visualizing the important regions of the retinal fundus images. 

3.4 PHASE 4: User Interface System 

In Phase 4, the focus is on implementing the user interface for the myopia detection and XAI model. The Gradio Python 

package is utilized for this purpose, as it allows for the creation of shareable and adaptable interfaces for machine learning 

models. The interface is designed to have input and output components defined using the Gradio library. The input 

component is an image of the patient's eye, and the output components consist of an image and a textbox for the diagnosis 

prediction, as well as an image for the XAI visualization that demonstrates how the prediction was made. To achieve this, 

the predict_with_xai() function is created. This function takes an image of the patient's eye as input, performs the diagnosis 

prediction, and generates an XAI visualization that highlights the critical regions in the image that influenced the prediction. 

 The predict_with_xai() function is then passed as an argument to the Gradio interface, enabling users to interact with the 

model through the interface. The Gradio interface is launched by using the gr.Interface function, which takes the input and 

output components along with the predict_with_xai() function as parameters. This allows users to upload an image of the 

patient's eye and receive a diagnosis prediction for myopia. Additionally, the interface provides an XAI visualization to 

explain the decision-making process of the model. Overall, the implementation of the user interface using the Gradio library 

enables users to easily interact with the myopia detection and XAI model, providing an intuitive way to upload images and 

receive diagnosis predictions accompanied by XAI visualizations for better understanding. 

4. RESULTS AND DISCUSSION  
This section provides an overview of the results obtained from the different phases implemented in the proposed 

methodology. The results are discussed in four subsections, highlighting the outcomes of each phase and their implications. 

Firstly, the results of the data balancing and data pre-processing are presented, showcasing how the raw images were 

processed and standardized in terms of size and orientation. Secondly, the results of the model development phase are 

presented, where two models, VGG16 and sequential CNN, were trained and evaluated. Thirdly, the results of the XAI 

phase are presented, where an XAI visualization was generated to explain the model's decision-making process. Finally, 

the developed system interface using Gradio is presented. These findings contribute to a better understanding of the 

performance and potential applications of the proposed methodology, particularly in clinical settings. 

4.1 Pre-processing Result  

The data balancing and pre-processing process was carried out to standardize the raw images in terms of size and 

orientation. This step aimed to ensure a balanced dataset and proper formatting, which would enhance the model's ability 

to generalize and make accurate predictions. The results demonstrate the effectiveness of the employed pre-processing 

techniques in preparing the dataset for model training. The data was successfully balanced, as shown in Figure 7, with an 

equal distribution of myopic and non-myopic cases. This equal representation of pathological myopia and normal cases in 

both the training and testing data is essential to avoid any bias in the model and enable accurate myopia detection. 
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Fig. 7. Balancing results for the training and testing myopia dataset 

The preprocessing step involved resizing the images to a specific size, as depicted in Figure 8, where all the images were 

transformed into a uniform shape. This resizing ensures that all images have the same dimensions, allowing for consistent 

processing by the model. Additionally, the images were normalized after resizing. Normalization involves scaling the pixel 

values to a narrower range, typically between 0 and 1. This normalization step helps in effective computation and improves 

model performance. To eliminate any bias or unwanted patterns in the dataset, the preprocessed images were randomly 

shuffled. This random shuffling ensures that the images are presented in a random order during training, providing the 

model with a diverse range of images to learn from. The plotted images in Figure 8 demonstrate the success of these 

preprocessing stages in achieving consistency and preparing the data for further processing by the model. 
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Fig. 8. Samples of pre-processing results for the myopia dataset 

4.2 Model Development Result  

The results in Table 1 show the performance of the trained models, CNN and VGG16. The VGG16 model exhibits higher 

accuracy, recall, F1 score, and sensitivity compared to the CNN model. This indicates that the VGG16 model is more 

effective in correctly classifying myopic and non-myopic cases. 

Table I. Model development results of training 

Model Accuracy   Recall F1 Score Sensitivity LogLoss 

CNN 0.9521 0.9105 0.9499 0.9105 0.4581 

VGG16 0.9658 0.9418 0.9683 0.9418 0.0804 

The decision to continue working with the VGG16 model was based on its strong track record of success in image 

recognition tasks and the advantage of being a pre-trained model. By leveraging pre-trained weights, the VGG16 model 

reduces training time and resource consumption while improving model accuracy. It is important to note that the loss value 

for the VGG16 model is relatively low, indicating that the model is effective in minimizing errors. However, the trade-off 

between minimizing errors and correctly identifying cases should be considered when evaluating the model's performance. 

The results suggest that the VGG16 model is a promising choice for the myopia classification task, demonstrating high 

accuracy and reliability in identifying myopic and non-myopic cases. 
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In the context of trustworthy AI, it is crucial to analyze the model development results and assess how they align with the 

principles of reliability, fairness, transparency, and accountability. Evaluating the performance of the myopia detection 

model and understanding its implications is essential for building trust in its predictions. The results of the model 

development phase, as presented in Table 1, demonstrate promising outcomes for both the CNN and VGG16 models. 

However, further analysis is required to determine the extent to which these results contribute to trustworthy AI. To further 

enhance the trustworthiness of the model, it is necessary to focus on interpretability and explainability as presented in the 

next subsection. 

4.3 XAI Model Result 

The XAI phase of the methodology addresses this by generating visualizations that highlight the regions of the image that 

contributed to the model's decision-making process. This transparency allows clinicians and users to understand how the 

model reached its predictions and provides insights into the features it considers important. By offering interpretability, the 

model becomes more trustworthy, as its decision-making process can be understood and scrutinized. As shown in Figure 

9, the XAI visualization using LIME highlights the areas in the eye image that are most important in the model's decision-

making process. This visualization plays a crucial role in enhancing the trustworthiness of the myopia detection model. By 

providing transparency and explainability, it allows clinicians and users to understand the basis of the model's predictions. 

 

Fig. 9. A sample of LIME visualization for normal myopia  

The highlighted areas in the image offer valuable insights into how the model arrived at its diagnosis. They indicate which 

regions or features of the eye image were deemed significant by the model in determining whether a patient has myopia or 

not. This level of interpretability is essential for building trust in the model's decisions. Moreover, the XAI visualization 

enables the identification of potential biases or inaccuracies in the model's predictions. By examining the highlighted areas, 

clinicians and researchers can detect any patterns or trends that may indicate biased decision-making. This information can 

guide further investigations and refinements to ensure the model's fairness and accuracy. 

4.4. System Development Result 

The development of a user interface using Gradio adds to the trustworthiness of the model. The interface presented in 

Figure 10 and Figure 11 provide a platform for users to interact with the model, view the diagnosis prediction, and access 

the XAI visualization. This transparency and user engagement foster trust, as users can observe the model's outputs and 

understand the reasoning behind its predictions.  
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Fig. 10. User interface for myopia detection with XAI model (two random normal cases) 

 
 

 
Fig. 11. User interface for myopia detection with XAI model (two random myopia cases) 
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The user interface, developed using Gradio, provided an intuitive and accessible platform for interacting with the model. 

Users could easily upload eye images and obtain quick and reliable diagnosis results, accompanied by an explanation of 

the model's prediction. This user-friendly interface promoted effective communication between healthcare providers and 

patients, fostering trust and understanding. The inclusion of XAI in the model development process offered several 

advantages. It enabled healthcare professionals to explain to patients the reasoning behind the model's predictions, 

enhancing transparency and promoting trust. Additionally, XAI facilitated the identification of potential biases or 

limitations in the model, allowing for continuous improvement and ensuring reliable and trustworthy results.  The study 

demonstrated the efficacy of the developed deep learning model, the importance of XAI in enhancing interpretability, and 

the value of a user-friendly interface in facilitating the adoption of AI in healthcare settings. These findings contribute to 

the growing body of research on trustworthy AI and its potential applications in clinical decision-making. 

5. CONCLUSION  

This study successfully developed a deep learning model, XAI visualization, and a knowledge-based system for the 

detection of myopia. The model demonstrated accurate predictions and exhibited promising results in effectively detecting 

cases of myopia. The integration of XAI techniques provided transparency and interpretability, enabling healthcare 

professionals to gain insights into the model's decision-making process. Both the CNN and VGG16 models were trained 

using the dataset, and while both models performed well, the VGG16 model was selected for further analysis due to its 

strong performance in image recognition tasks and its pre-trained nature. Impressively, the VGG16 model achieved an 

accuracy of 96%, underscoring its effectiveness in diagnosing myopia. The XAI visualization, developed using LIME, 

proved to be a valuable tool for interpreting and explaining the model's predictions. It significantly enhanced the model's 

transparency by providing valuable insights into the features and regions of the eye images that influenced the diagnosis. 

Moving forward, the study aimed to extend the developed deep learning model by incorporating XAI techniques more 

comprehensively. This extension would further enhance the interpretability and trustworthiness of the model, making it 

more suitable for real-world applications. Additionally, efforts could be made to refine and optimize the user interface of 

the system, ensuring its user-friendliness and accessibility for healthcare professionals and patients. In conclusion, this 

study makes a significant contribution to the field of myopia detection by developing a reliable deep learning model, 

integrating XAI techniques, and creating a user-friendly system. The findings pave the way for future research and 

advancements in the application of trustworthy AI in clinical settings. 
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