
 

 

 

*Corresponding author. Email: yahya@tu.edu.iq 

                      

 
 
 

Review Article 

Adversarial Attacks in Machine Learning: Key Insights and Defense Approaches  
 

Yahya Layth Khaleel 1,* ,  , Mustafa Abdulfattah Habeeb 1,   Hussein Alnabulsi 2,  
 

1 College of Computer Science and Mathematics, Tikrit University, Iraq 

2 School of Information Technology and Engineering, Melbourne Institute of Technology, Melbourne, 3001, Australia 

  
 

A R T I C L E  I N F O 
 

Article History 

Received  18   May 2024 

Accepted  19  Jul  2024 

Published 07 Aug  2024 

 
Keywords 

Adversarial Robustness 

Adversarial Defense 

Security 

AI Ethics 

Threat Detection 

 

A B S T R A C T  
 

There is a considerable threat present in genres such as machine learning due to adversarial attacks which 
include purposely feeding the system with data that will alter the decision region. These attacks are 
committed to presenting different data to machine learning models in a way that the model would be 
wrong in its classification or prediction. The field of study is still relatively young and has to develop 
strong bodies of scientific research that would eliminate the gaps in the current knowledge. This paper 
provides the literature review of adversarial attacks and defenses based on the highly cited articles and 
conference published in the Scopus database. Through the classification and assessment of 128 
systematic articles: 80 original papers and 48 review papers till May 15, 2024, this study categorizes and 
reviews the literature from different domains, such as Graph Neural Networks, Deep Learning Models 
for IoT Systems, and others. The review posits findings on identified metrics, citation analysis, and 
contributions from these studies while suggesting the area’s further research and development for 
adversarial robustness’ and protection mechanisms. The identified objective of this work is to present 
the basic background of adversarial attacks and defenses, and the need for maintaining the adaptability 
of machine learning platforms. In this context, the objective is to contribute to building efficient and 
sustainable protection mechanisms for AI applications in various industries 

 

 
 

1. INTRODUCTION 

AI stands for artificial intelligence and it is considered as a pinnacle of the modern software development accomplishments 

in the sphere of computer science [1]. This domain has overtime evolved with several aspects and application hence a large 

number of scholarly articles have been developed to analyze the prospects of this domain [2]–[5]. Among the countless 

subdivisions belonging to AI are NLP [6], [7], computer vision [8], ...etc.  

A critical branch of AI is machine learning (ML), which’ refers to the creation of algorithms and statistical models that can 

be used to teach computers specific tasks without being told exactly what to do [9]. These systems acquire experience and 

are dynamic in solving difficult classification patterns and most of the data pattern and tasks [10]–[12]. Machine learning 

can be seen as the main building block for many AI use cases and continued to push forward developments in predictive 

models, recommendation engines, and more [13].  

Nevertheless, as the integration of AI systems and, in particular, the application of ML methods intensified, new problems 

cropped up, one of which is adversarial attacks [14]. Adversarial attacks are basically acts of endeavoring to feed wrong 

information to the AI models with an aim of making them arrive at the wrong decision or even wrong classification. They 

operate on the themes of the machine learning algorithms and as a result cause considerable weakening of the performance 

in activities such as image recognition, speech and route identification.  

The analysis of adversarial attacks is important because it demonstrates the flaws of AI systems, and encourages researchers 

to work on the designs that are less vulnerable. In this way, the researcher would know how adversarial inputs can lead to 

the degradation of the ML results. as well as its corresponding reliability, hence moving closer to the development of higher 

levels of secure and trustworthy AI [15]. The example of AI’s interaction with security shows that the field is constantly 
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developing and that sustained research is critical since new risks continue to emerge, as will be further discussed, for AI to 

be deployed safely and effectively.  

In this study, we reviewed of the literature including articles and conference proceeding that present related information 

and research findings. To methodology, we selected papers published in the Scopus database that got over 100 citations so 

as to only include the most impactful literature. This led to the identification of 80 published original research papers and 

48 review papers up to May 15, 2024. The classification of these papers was carried out by a relatively simple one-layer 

protocol focusing on the identification of major results and conclusions. Our findings are summarized with the help of 

several figures showing the papers’ classification, the total number of citations, and the average number of citations per 

topic. 

As seen in the reviewed literature, topics within the adversarial attacks and defense domain are very broad. Among them 

is the study of Graph Neural Networks (GNNs) [16] that deals with weaknesses of neural network data for graphs and the 

strategies for defending against adversarial manipulations. Another appreciable branch comprises Deep Learning 

Models[17] , with subsequent research studies looking into adversarial attacks effects on healthcare systems and face 

recognition systems, and encoding of radio signals, and automatic speech recognition systems.  

Despite the growing body of researches on adversarial attacks, several gaps remain unaddressed. One significant gap is the 

lack of comprehensive understanding of the mechanisms underlying adversarial vulnerabilities in different types of AI 

models. While there has been substantial progress in identifying and categorizing different types of attacks, there is still 

limited knowledge about why certain models are more susceptible than others and how these vulnerabilities can be 

systematically mitigated. Additionally, much of the existing research focuses on specific domains, such as image 

recognition, leaving other critical areas like natural language processing and graph-based learning less explored. Another 

gap lies in the effectiveness and generalizability of current defense mechanisms. Many proposed defenses are often tailored 

to specific types of attacks or models and may not provide robust protection across various scenarios. Addressing these 

gaps is crucial to developing more resilient AI systems.  

The significance of this study represents due to the Adversarial Attacks profound impact on the reliability and security of 

AI systems. As AI becomes increasingly integrated into various aspects of society, from healthcare and finance to 

autonomous driving and national security, the potential consequences of adversarial attacks grow correspondingly severe. 

This not only undermines the trust in AI systems but also poses significant risks in real-world applications where errors 

can lead to catastrophic outcomes, such as misdiagnoses in healthcare, financial fraud, or accidents involving autonomous 

vehicles. Understanding and mitigating these attacks is therefore essential to ensure the safe and effective deployment of 

AI technologies. 

Altogether, this review is expected to leaving no stone unturned in presenting a panoramic view of all the existing work 

done in the adversarial attack and defense domain of Machine learning. To sum up, in this paper, we discussed key research 

findings in the area of AI security, analyzed areas for further research, and outlined the possible development of the 

directions in the future. 

Thus, the purpose of this study is to map the high cited research in adversarial attacks and defenses against AI with a focus 

on overarching research gaps. In addition, the following specific objectives relates to the general objective of the study:  

Analyze the Impact of Adversarial Attacks: The adversarial attacks threaten many of the AI applications which will 

demonstrate their effects on the stabilities and securities of the system.  

Review and Classify Research: Conduct a meta-analysis of the literature and categorize them according to the research 

topics, the approaches and outcomes achieved. 

Identify Research Gaps: Stress what does not achieve or explain about the state of the art in everything that can make an 

opponent vulnerable or the weak points of the existing protection measures.  

Suggest Future Research Directions: Propose the possible ways of the further study that can contribute to the creation of 

more effective and generally applicable defense strategies.   

Therefore, the attainment of these objectives will assist the study to participate in improvements of AI security, in providing 

information and results helpful to researchers and practitioner involved in developing AI security against adversarial 

attacks. 

 

2. AN OVERVIEW OF ADVERSARIAL ATTACKS 

Machine learning models make precise predictions based on the learned statistical representations of their input data [18]. 

Models that form the cornerstone in areas such as image and audio classification, machine translation, optical character 

recognition, automated driving, and question answering have impressive predictive capabilities [19]. Often, these models 

are robust to small perturbations in their input. Adversarial examples are inputs to machine learning models that are 

designed to intentionally cause the model to make a mistake [20]. The creation of adversarial examples and the perturbed 

data itself are examples of adversarial attacks. In situations such as medical diagnoses, facial authentication systems, and 
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autonomous vehicles, even a small percentage of adversarial examples causing models to incorrectly predict can be harmful 

[21], [22]. 

The perturbations are created via heuristic optimization to satisfy two conditions: small perturbation and misclassification. 

Adversarial attacks can happen at various stages throughout the lifetime of a model, in training via poisoned data, of 

transferability property, during the black box where the model has to be queried, and in real-time once the model has been 

deployed via test-time evasion [23], [24]. Detecting and defending against such attacks is an emerging area of research, 

and solutions from previous works should be expanded upon or refined. However, the generation of adversarial examples 

for defense against adversarial attacks is the motivation for our work on this robust and reproducible adversarial example 

generator [25], [26]. 

Although there exist several forms of adversarial examples, adversarial examples can be predominantly classified into the 

following categories based on different aspects of their attributes. Classifying these attacks is based on the knowledge that 

the white box or black box attacks possess. This implies that an adversary knows the system completely or partially. 

According to the types of knowledge about the model, attacks can be divided into three categories. 

i) White Box Attacks: In this type of attack, the adversary has complete access and knowledge of the underlying model. It 

knows all the model parameters and its architectures [27]. 

ii) Black Box Attacks: In such type of attack, the adversary is agnostic about the underlying model, i.e., it has no knowledge 

about its architecture, parameters, or even the training data. Rather, it only possesses the access to the output of the given 

input data [28]. 

iii) Transfer-based Attacks: In such attacks, an adversary has access to a substitute model even if the underlying model is 

unknown [29]. 

Most researchers categorize their methods as being white-box (aware of the model parameters and their values) or black-

box (unaware of the model parameters and their values) [30], [31]. Given an adversarial perturbation, it is important to 

determine whether it may be imperceptible to a human, affect the performance of the machine learning model, or cause 

errors during transfer between models or domains [32]. Furthermore, evaluation metrics take into account defense 

mechanisms and compare both models and methods of attack. 

The success rate of adversarial attacks quantifies the percentage of attacks caused by adversarial perturbations, while a low 

success rate indicates a failure to fool a particular model. Distorted transfers describe a transferable adversarial attack's 

success, with lower distortion rates resulting in greater transferable adversarial attacks [33]. An approach can be considered 

difficult to assess by low transferability. Although accuracy is a common evaluation tool across a variety of methodologies, 

it fails in adversarial context. Given the rarity of distortions within a dataset, the accuracy of adversarial inputs is vulnerable 

to many attacks [34], [35]. A high-perturbation attack with low accuracy, however, may be considered more powerful than 

a reduced-perturbation attack with high accuracy. When two methods disrupt perturbations or tend to find the weakest elements of the model, our 

robustness evaluation is contrasted with them [36]. 

 

 

3. ADVERSARIAL ATTACK: AN ANALYSIS AND TAXONOMY 

An adversarial attack is specified through the contrast of deliberate aims to cheat or falsify in machine learning via the 

injection of deliberately created testing data by an expert, sometimes different from the actual input [37]. Adversarial 

attacks can be explained as an intent of undermining the dataset that can alter the decision borders of machine’s response. 

The redresses of these attacks can be diverse and, for instance, they can map on the data to special inputs which could 

become a triggering mechanism for misclassification or wrong predictions [27], [38]–[41]. 

Adversarial attacks research is probably the most important area, which also scientists together with other practitioners 

have to pay more attention to. The role, however, is not minimal, but the field is still at its early state. This is why the 

technique of revealing the knowledge gap and understanding the field in general has to be done with great care. 

This entailed an analysis of the operational environment that distinguished it from others and combined the factors that 

most research cite. Analyzing the philosophical allows one to perceive the main trends and create a solid basis for the next 

stage of study. Our goal was to achieve this. So, we carefully explored all scholarly articles and conference proceedings in 

which adversarial attacks were discussed in detail. However, we discarded those publications that do not have more than 

100 citations from the Scopus database. 

The outcomes of our search go with 80 of original research papers from the beginning to the 15 May 2024 in Scopus 

website. We finished up with a much simplified version of the papers descriptions and, therefore, classified them 

accordingly. Using straightforward classification protocol based on one layer, we then searched the content of the 

documents, pointing to the main highlights and conclusions. These findings were displayed in Figures 1-3 subsequently. 
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Fig. 1. The taxonomy of original papers in adversarial attack that have more than 100 citations 

 

 

Fig. 2. Total Number of citations for each topic  
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Fig. 3. Average Number of citations per paper for each topic 

This study presents a comprehensive and inclusive analysis, which is comprised of all research papers, adversarial attacks 

and protection from different fields and their appropriate number of citations. The materials illustrate broadly the research 

diversity and the academical world's level of impact shown by other studies. 

 

1.  Graph Neural Networks 

Research in adversarial attacks and the methods used in Graph Neural Networks (GNNs) is really labor-intensive. The 

most delicate part on this work is general vulnerabilities in the neural network data for graph, which in fact the how much 

attention can be paid on this area. Whereas the other research, by investigating the same attribute, look into the 

vulnerability of GNN to adversarial perturbations and suggest techniques to counter the problem. The second type of 

work that is very much essential also deals with offensive mechanisms and tries to focus more on attack mechanisms on 

graphs, explicating the theoretical issues as well as providing the real practice in order to defend the GNNs. Figure 4 

provide more details about the number of citations in this topic [16], [42]–[45] (see Figure 4). 

 

 

Fig. 4. Number of citations in Graph Neural Networks. 
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2.  Deep Learning Models 

The section of the best papers entails journals identified with significant changes that boost model protection against 

adversarial attacks, among others. Along with the general potential applications mentioned above, the specific practical 

implication of malicious attacks for healthcare contexts, as well as the real face recognition systems cases, are discussed 

below in more detail. Investigation samples the ways of both radio signal categories and automatic speech recognition 

systems as an adversarial attack method, suggesting the higher flexibility of the adversarial research studies in deep 

learning. Oppositional risk management is an activity of defending a wide range of deep learning issues that are embedded 

within the survey. Figure 5 provide more details about the number of citations in this topic [46]–[53].  

 

 

Fig. 5. Number of citations in Deep Learning Models. 

3.  IoT Systems 

In the IoT environment the nature of adversarial attacks is unique and complex. Many papers are published that do research 

in this security area and outline the detection of intrusion and to secure the networks, which are eased by systems of network 

intrusion detection. This leads to lower citation counts, probably for research that has been focused on security of vulnerable 

networks thereby exposing IoT platforms to attackers. These studies are the strong pillars on which the security systems of 

IoT stand for the they cope with the security holes on a vast scale. Figure 6 provide more details about the number of 

citations in this topic [17], [54]–[56]. 

 

 

Fig. 6. Number of citations in IoT Systems. 
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4. Transferability of Attacks 

Model transferability is a specific concern with an adversarial attack that has less protecting a model against attack 

customized for another model. Some of the meaningful papers devote to a detailed analysis of the attack transferability and 

the methods that improve the diffusion of the attacks giving additional insights to theoretical mechanisms of this process. 

Transfer attacks between diverse models would underline the weakness of protection, thus, it is crucial to understand why 

this happens as to find more comprehensive protection in future. This subfield is going to the core of the transferability 

issue, trying to pinpoint the factors that enable it and develop techniques to tackle the associated risks. Figure 7 provide 

more details about the number of citations in this topic [57]–[60]. 

 

 

Fig. 7. Number of citations in Transferability of Attacks. 

 

5. Black-Box Attacks 

Black hypotheses, where the attack does not require that the assailant is in possession of the target model in question, pose 

a fundamental and an unsettling problem on which the researchers must work. Studies showing distinct ways to manipulate 

automatic surveillance techniques, various anti computing strategies and other methods to scout the system is a part of 

noteworthy findings. These papers provide us with precisely the sort of real-life implications that black-box attacks have 

and what kind of reliable protection mechanisms we should be pursuing. This field of study is interested in creating 

solutions that can prevent adversarial attacks even in the best case when the information about the attack is limited. Figure 

8 provide more details about the number of citations in this topic [61]–[67]. 

 

 

Fig. 8. Number of citations in Black-Box Attacks. 
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6. Defense Techniques 

The highly quoted section deals with the broad range of papers that solely responsible for the strength of varied defense 

strategies against the adversarial attacks. The research focuses on ensemble training approaches, trustworthy determines of 

the robustness, and the use of generative models for the resistant. Other research teams undertake feature dispersal-based 

adversarial training and have integrated defenses provided by automatic malware detection systems. These measures enable 

better machine learning systems' assault protection against attacks that are becoming more advanced. Figure 9 provide 

more details about the number of citations in this topic [68]–[76]. 

 

 

Fig. 9. Number of citations in Defense Techniques. 

7. Miscellaneous Attack Techniques 

In this section, we learn about a range of attack approaches as well as cases of unpronounceable syllables and assaults on 

pattern recognition systems. Here we subdivide the area into research on an assault of sensors by self-driving cars, as well 

as developing better transferability of adversarial attacks and a technology of adversarial camouflage. Equally, these 

investigations show that there are numerous ways from which the attackers can take advantage, suggesting a need for 

elaborated protection require deploying varied applications and typical conditions. Figure 10 provide more details about 

the number of citations in this topic [21], [77]–[93]. 

 

  

Fig. 10. Number of citations in Miscellaneous Attack Techniques. 
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8. Defense Evaluation 

This block investigates the appropriate defense mechanism’s sturdiness against adversarial assault. Significant articles are 

adapted to study the effectiveness of attacks on adaptive systems, the observability of linear systems under attack, and 

general reviews of defense methodologies for deep learning. In addition, the research studies enhancing strong graph 

convolutional network structure as well as defenses against the black-box membership inference attacks are also made. 

Assessing defense mechanisms is of utmost importance in order to appreciate their strengths and weaknesses, furthered 

corrections concerning adversarial resilience. Figure 11 provide more details about the number of citations in this topic 

[39], [94]–[100]. 

  

Fig. 11.  Number of citations in Defense Evaluation. 

9.  ML Threats and Impact 

In this part, scholars question the systemic risks and potential dangers of the misbehavior of machine learning systems. The 

central group focuses on adversarial risks, the dangers in judging on weak attacks, and the approaches to achieve robust 

perception under vehicles driving. The research also embodies robust estimation and control of cyber-physical systems and 

secure physical adversarial attacks. In doing this, the works shed the light on the widespread consequences of adversarial 

attacks and how it is essential to design strong and reliable attack preventive systems capable of repelling various types of 

adversary. Figure 12 provide more details about the number of citations in this topic [101]–[117]. 

 

  

Fig. 12. Number of citations in ML Threats and Impact. 
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In a nutshell, coming from a vast domain of research---adversarial attacks and protection ---which is yet to have the answer 

on crucial gaps and needs to be addressed as soon as possible by scholars. On the other hand, the theoretical base and 

methods including protection machine learning as well as simulation exercises are comprehensively covered but it becomes 

a subject for further research in practice of the implementation and actual deployment of such defenses. Also, investigations 

of the role of adverse robustness in many other areas (such as, IoT systems, industrial control systems, etc. ) are just getting 

started. These are just the common entry points to quite sophisticated attacks currently exploiting those same systems which 

have become so important and widely deployed. While adversarial attack transferability has been already well documented 

in theory, to this day, it remains unclear in a practical sense how different machine learning models and the scenarios 

observed in the real world are affected by this phenomenon. However, black-box attacks and protection are not yet 

investigated in detail, and therefore, systems that use proprietary and closed-source applications decrease the level of 

occurrence of such cases in commercial activities. Moreover, it undoubtedly gives rise to many national security issues that 

remain either not dealt with them at all or not sufficient, affecting health care and on-board vehicles to name a few, so 

which requires multidisciplinary work to look not only on technology but also ethics and regulations. Evolving problems 

arise, that is, a permanently changing prophylaxis is a requirement. However, the directional research can only be seen as 

reflected in some literature, hence the more efforts in this field are needed for the emergence of adaptive and resilient 

machine learning systems. This will see models deployed with no chances of gaps and the safety be maintained in real-

time. 

On the other hand, the same Scopus search was performed for all the reviews and surveys that were relevant. Finally, the 

total number was 48 papers which involve other taxonomy as shows in Figure 13. 

 

 

Fig. 13. The taxonomy of Surveys and Reviews papers in adversarial attack. 
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The taxonomy of adversarial attacks is structured into four main topics, which are General Surveys and Reviews, Specific 

Attack Techniques and Methods, Domain-Specific Surveys and Specific Applications and Systems, as illustrate below. 

 

1- General Surveys and Reviews  

This division presents number of research papers that gives an overall view of adversarial attacks and protection cut across 

all AI arenas. These surveys are the equivalent of foundational resources that help the strategic minds in understanding the 

nature of the threats and strategies of fighting such threats. These papers surely demonstrate that there are diverse challenges 

confronting defensive mechanisms against adversarial attacks but there still is a significant need to develop and research 

further to effectively counter these threats. However, through the encouragement of protection research and development 

of solid mitigation strategies, scientists could reinforce the resilience of AI systems and save them from going wrong when 

applied in real life. 

 

2- Domain-Specific Surveys 

a. Computer Vision, and Image Processing  

The field of research deals with finding the system’s vulnerabilities in image classification and object detection by using 

the model if it is applicable, among them is the visual recognition systems assessment which is seeking to look into 

adversarial attacks’ vulnerabilities with regard to supervising those systems against the risks. Even therefore, adjusting 

defensive systems to tricks of adversarial attacks in computer vision is still tough problem for which we still meet but 

undoubtedly, we can and must to deal with this gradually [118]–[124]. 

 

b. Natural Language Processing (NLP) 

In NLP, surveys on attacks of natural language models are also performed by researchers. Text classifiers are another topics 

of research. These papers discuss ways the NLP models are susceptible to adversarial attacks and implications mean for 

strategy like sentiment analysis and text generation. However, that recognizing adversarial vulnerabilities is a good future 

work, it is still a pending fact to establish aggressive protection strategies the NLP systems in order to continue to stand 

against the ever changing attack methods [20], [125]. 

 

c. Speech and Audio Processing 

This part involve recognizing and processing audio systems that are vulnerable to adversarial attacks on the system level. 

In this scenario, surveys tap into the area where adversarial attacks pose a threat to speech-based AI models, mainly to 

speaker recognition and emotion recognition systems. The results provide evidence for greater protection competencies 

that can impede adversarial attacks to the speech and audio generation technology [126]–[129]. 

 

d. Security and Cybersecurity 

There are lots of risks of adversarial attacks, particularly for intrusion detection, malware detection, etc. The surveys in this 

category are meant to estimate which route a negative action is done that is aimed to disrupt the cybersecurity structure, 

and what tactics are applicable for the protection against those threats. Additionally, computer security is becoming 

increasingly important due to continually emerging cyberarmies which in turn calls for protection mechanisms as well as 

adaptability of the security systems to meet the challenges being posed by the adversaries [130], [131]. 

 

e. IoT and Networks 

As the networks of IoT keep escalating, they silt increasingly into adversarial attacks. The surveys are focused on the 

security consequences of an advisory intrusion to the IoT platforms and show the need for a secure protection strategy as 

a mean of defending interconnected devices networks. A solid security positioning of interconnected internet of things 

networks can be attained only through unwavering collaboration to build up devices with the capability to adapt to novel 

defenses in the midst of hostile atmosphere of dynamic communication systems [132], [133]. 

 

f. Medical Applications 

Adversarial attacks are a widespread problem in healthcare imaging, as biomedical systems may fall victims to the 

compromised integrity and dependability of health devices. Distribution of polls related to that in this area discover the 

possibilities to put on the AI system of the medical type under pressure and will emphasize the impact protection 
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mechanisms have on ensuring patient data security and saving the healthcare system from incorrect conclusions. Securing 

medical typing of adversarial attacks is key towards the trust in the uses of healthcare AI systems that are dependable 

[134]–[136]. 

 

3- Specific Attack Techniques and Methods 

Intelligent about the details of adversarial attack tactics advancement is the central part of the effective protection plan 

making. This part based on the identification of the individual methods of attacks like evasion attack and poisoning attack 

among domains of AI. Researchers can gain a deep understanding on the purpose and nature of hostile instances by studying 

the intricacies of such techniques. That way, they can develop preventive measures to incorporate protection mechanisms 

in AI systems and thus deprive the antagonists of the chance to succeed in adversarial attacks [137]–[143]. 

 

4- Specific Applications and Systems 

This part covers attacks are application-specific, or system-level, which break down, an intelligent vehicle, a 

recommendation system, or the ready-to-use framework to build the graph-based models. The results of these surveys 

indicate the number of categories of use, where the attacks can be carried out, and emphasize the trend for the individual 

approach to the creation of the counteractive measures to this problem. In meeting the particularities of the challenges 

existing in any hostile environment, academics and engineers will come up with customized defensive gears which will 

preserve the vital systems and networks [144]–[150]. 

Overall, the number of citations also differs greatly from one research paper to another due to the disparity in the utilization, 

importance and acknowledgment that the papers have received in the scholarly society. Moreover, the number of articles 

published over various themes is not the same, which depicts the differences in the research interest and productivity of 

scholars across themes. In order to make these differences more comprehensible, three different diagrams has been designed 

(see Figures 14, 15, and 16). These diagrams depict the changes in the number of citations and the amount of research 

published, and compare the values based on our classification scheme. This visual aid makes it easier to do the comparison 

and also illustrates the rich and varied nature of research output in our area of focus. 

 

 

Fig. 14. Number of review papers according to their taxonomy topics. 
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Fig. 15. Number of citations for review papers according to their taxonomy topics. 

 

Fig. 16. Average number citations for review papers according to their taxonomy topics. 

All in all, scrutinizing further it could be stated that basic strategic approaches to defensive protection in relation to 

adversarial attacks are ingrained in adversarial or espionage threats. As such, the bulk of the research in this domain can be 
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categorized into three primary areas; the identification of new types of adversarial attacks that may be performed on AI 

models, the discovery of new techniques used to defend AI models against such attacks, and the improvement of already-

known defense techniques. This tripartite focus underscores the central theme around which most research in this field 

revolves. That is why we can talk about specific aspects as the protection of AI models. 

As protection is best known to be of paramount significance in defending the fundamental and formidable nature of artificial 

intelligence systems against adversarial attacks, this research set to conduct a comprehensive literature review of all 

noteworthy aspects of protection strategies against adversarial attacks. In this paper, we will analyze potential approaches 

and solutions that have been proposed  to mitigate threat and risks to machine learning and deep learning algorithms. In 

assessing the current status of these protective measures, we will also review and reflect upon the literature about the 

theoretical contributions and the actual implementation. 

In addition, this research will cover new advances and enhancements in protection techniques, how adversarial attacks are 

developed against the protection mechanisms, and how generation of protection strategy affects protection mechanisms’ 

robustness. We will also investigate proactive and reactive approaches to Malware-invoked intrusion detection systems as 

well as their applicability to adversarial machine learning. 

The third important element on our review include guidelines on assessing datasets used in adversarial research. This will 

be followed by a discussion on the availability and quality of these datasets and their potential for supporting development 

and testing of defense objectives. Mechanizing reasoning necessarily provides a deeper understanding of the types of data 

available and their potential impact on the research front in order to build efficient and reliable defenses. 

Lastly, it is essential to underline that, based on the-centricity of the issue, it possibly can be mentioned that the primary 

axis which is usually under consideration in the majority of studies concerned with adversarial attacks, is the protection 

aspect. In this systematic literature review, we aim to shed light upon all the dimensions of protection approaches and 

further evaluate the effectiveness in terms of protecting the ML/DL models. Thus, the mission of this work is to make a 

small but significant step towards enhancing the protection of AI systems, and to support the constant development of 

effective and robust precautions and protections in the fields in which AI is used. 
 

4. GAPS ANALYSIS AND OPEN ISSUES 

Even though there has been progress in the area of theory and practical models for adversarial attack and defense, there 
are still some issues which remain open in this area. These are revealed in this section together with identifying potential 
novel and imaginative measures that could improve the stability as well as the security of AI systems. 

4.1. Gaps 

1- Limited Understanding of Attack Mechanisms: The steps that attackers employ to intimidate artificial 
intelligence are not examined comprehensively. A few works have explored the specific conditions for such attacks, 
but there is no comprehensively understanding of how these attacks affect the decision boundaries and what would 
happen to other types of models.  

2- Inadequate Defense Strategies: Most of the current state-of-art defense mechanisms are not very powerful. It is 
also important to mention that the existing protocols may target particular kinds of threats and do not elaborate the 
sufficient level of protection against all existing types of attacks and approaches in model construction.  

3- Real-world Applicability: This implies that while theoretical work on this subject is abundant, few scholars 
address the practical implications or findings in real life. Many of theories that have been developed in relation to 
these ideas have not been calibrated in actual, raw situations thus grey areas arise as pertains the efficiency of these 
concepts specifically in the pragmatic setting such as healthcare and fully automated driving.  

4- The many approaches of putting up adversary examples: It is essential to emphasize that the process of 
transferability, in which adversarial examples created for one model work with others, is not yet fully explained. 
This lack of information harms the ability to create global defense structures that would prevent such attacks from 
being transferred.  

5- Absence of a Standard, and Basic Criteria: Lack of shared reference points for measuring the effectiveness of 
evaluating the attacks and, in other words, comparing different solutions to counter the adversarial threats also 
remains a problem. 

4.2. Open Issues 

1- Dynamic Nature of Adversarial Threats: The threats are not constant and are dynamic therefore it is rather 
inefficient to be static when it comes to defense. This particular aspect means that there is always a need to update 
and raise the effectiveness of the existing and ongoing defense mechanisms.  
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2- Scalability of Defense Mechanisms: There are some of the present measures for defense that do not work well 
especially when used on large databases or large models. With these defenses come their complexity and the 
overheads that are a major disadvantage in applying the mentioned strategies in real life.  

3- Ethical and Legal Implications: Adversarial attacks and defenses have certain ethical and legal implications given 
the fact that the fields such as healthcare and autonomous systems are critical. It also matters to elaborate the threats 
to the privacy, safety and the legal issues which are also the consequences of those threats.  

4- Cross-domain Vulnerabilities: One of the possible directions is the analysis of the effects of adversarial attacks 
in various fields, including Computer vision, NLP, cybersecurity, and the connection between these fields. At the 
current stage, the study shows that the approach can only work in some fields and the overall impact of the approach 
has not been investigated.  

5- Human-in-the-loop Systems: A rather intriguing field is the human in the loop for the identification and 
countermeasures against adversarial attacks in the context of machine learning. For this reason, it is crucial to design 
proper and efficient human-in-the-loop systems for the management of the level of automation and human control 
when formulating adequate defense mechanisms. 

 

4.3. Innovative Key Solutions 

1- Adversarial Training: The Adversarial training which suggest that models are trained with adversarial examples 
in addition to the normal data is one of the most promising methodologies. It is utilized to increase the robustness 
of models against adversarial, in other words, to teach a model not to be deceived by adversarial perturbation.  

2- Ensemble Methods: Where several models are put together to make a prediction and work on different principles 
perhaps less likely to be attacked by adversaries. The general working principle of an ensemble which relies on 
multiple models is rooted in the fact that the models are different and as such it will be unlikely that it would be 
possible to deceive all of them at the same instance.  

3- Generative Adversarial Networks: The GANs can be utilized to generate adversarial example that will improve 
the training of the defensive models.  

4- Adversarial Detection Systems: Procedures to identify adversarial attacks intended to be in place before their 
impact is incorporated into the primary model can be useful as the front-line defense. The above-mentioned 
detection systems can Learn that there are adversarial manipulations in input data and eject such inputs.  

. 

5. ETHICAL AND LEGAL CONSIDERATIONS 

Adversarial attacks in machine learning are not mere technicalities but pose serious concern to aspects of ethical and legal 

concern such as aspects to do with trust [151]–[153]. Applications of AI and ML systems are integrated into virtually all 

spheres of life and work including personal and endurable health, financial services, autonomous motor vehicle systems, 

national security systems and others [154]–[157]; the more these systems are implicated in important activities, the higher 

the probability of an adversarial hack [158]–[160]. It is with these attacks that the credibility of the verdicts passed by the 

AI systems can be altered for the worse not only in terms of the technology applied, but also results. For instance, an 

extensive adversarial attack on a healthcare AI system may result in a wrong assessment of a patient and that is most 

probable to cause the demise of the involved patient. In the same manner, advanced hacking in self-driving cars could lead 

to an incident that gives rise to questions of prima facie negligence and corresponding questions of compensation in relation 

to the occurrence. Consequently, the extension of the use of AI systems that can easily be commandeered calls for 

significant liability exposures especially to the developers and implementing organizations especially in sensitive areas of 

operation. Moreover, risks of this sort are magnified by the fact that rules and guidelines are still not well developed around 

AI, on account of the subject area being still quite new and also because AI is not commonly used in many industries 

making it unclear how certain existing laws can apply to AI. What is more, the technique used in adversarial techniques 

themselves can be considered unethical: but they can be specifically designed to deceive people for instance when 

influencing their opinions or obtaining information while in cyberspace spy craft. Thus, today it is high time that there are 

good and proper ethical standards and/or laws that will enacted to rightly govern, protect and regulate the deployment and 

implementation of the models and systems, and especially against adversarial attacks and other. The rise of adversarial 

machine learning therefore needs the engagement of technologists ethicists legal professionals and policymakers to come 

up with a macro approach towards the technical and social processes involved in adversarial machine learning. 
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6. TRENDS IN FUTURE RESEARCH OF ADVERSARIAL ATTACK 

Where AI and ML are rapidly growing, the threats created from adversarial attacks on AI and the defenses against them 

are also constant undergoing changes. The future of research in this area can be predicted on the basis of several trends that 

appear to be progressing hand in hand with the advances in adversarial techniques and applications of AI systems in vitals 

areas. Quite possibly one of the most obvious trends would be the increase in the sophistication, or as it were, nuances of 

the adversarial attacks. Today the majority of the attacks to machine learning models are based on simple manipulations of 

inputs what may change in the future since the state-of-art allows for the creation of more sophisticated attacks such as 

using generative models to generate adversarial examples that are indistinguishable from ones that were not manipulated. 

Such attacks may target the risk in the individual model as well as seek to find systemic vulnerabilities that can affect whole 

AI ecosystems, which may involve fanning out coordinated multi-vector attacks that can strike at different levels of an 

application or a system at the same time. 

As such, with the change in these threats in the future, it is believed that the formulation of advanced and sophisticated 

security measures will be a major area of research study. That is, adversarial training is one of the methods under which 

models are recurrently trained with new adversarial instances. However, a downside is that this kind of approach is difficult 

to scale – especially as models are elaborated, and the volume of information increases. Subsequent studies will probably 

look into other strategies of increasing efficiency in adversarial training and apply the technique on a large scale through 

the help of federated learning or other forms of distributed computation in order not to share sensitive information. Another 

strong emerging tendencies are connected with usage of explainability and interpretability in defense strategies. With 

adversarial attacks growing more complex, it means that any AI solution has not only to minimize the impact of such 

attacks but also to explain its actions to the user. This will assist to raise confidence in AI systems and reduce the likelihood 

or risk of an attacker taking advantage of the weakness in AI systems and bringing catastrophic results especially in areas 

where the use of AI is sensitive such as the medical field, financial sectors and self-driving vehicles. 

There is also likely to be much interest in adversarial machine learning and its relation to new technologies. When AI is 

introduced into new and more various professions, it means computer attacks also occur in new and various professions 

and in various forms, which also opens up new possibilities for their protection. For instance, probative applications of 

quantum machine learning may give rise to varieties of adversarial perturbations previously unimagined, which then require 

new quantum immunizations to deter. In the same regard, the implementation of blockchain technology to protect the AI 

system may present new ways of creating the guarantee and traceability of data; however, this may also be vulnerable to 

new types of attack. The Metaverse, the field that is developing at the intersection of virtual reality, augmented reality, and 

AI, is also especially dangerous for adversarial attacks since getting into the material world is possible there. Research in 

these areas will have to be highly multidisciplinary in cooperation with experts from the fields such as computer science, 

cryptography, physics and others. 

In the same vein, cross-domain transferability of adversarial attacks can be seen as another direction that is likely to attract 

more and more focus. Recent studies have shown that, for example, adversarial examples that may be generated to deceive 

one model can be effective with other models, even though the models are different, or perhaps have been trained using 

different datasets. Future work will probably focus on broadening the understanding of how this transferability can be 

achieved with the intention of building generalized defensive strategies that would work on a variety of other kinds of 

attacks. This could in turn lead to the development of AI models which are, in general, immune to adversarial deformation, 

irrespective of their environment of use. 

Another nerve of the future is a continuously growing interest in the ethical and social aspects of adversarial attacks and 

their counterparts. Where AI systems are used in increasingly crucial roles in areas like criminology, employment, and 

police work, there is an increasing realisation that adversarial attacks can either reinforce known sorts of biases or even 

invent new prejudicial techniques. Future research will have to respond to these challenges by creating defense mechanisms 

which would be effective from the technical point of view and totally ethical. This may mean coming up with methods on 

how fair the AI systems can be when attacks are made on them, or constructing new laws and policies for the use of AI in 

areas with high risk. 

Lastly, as for the future of adversarial researches, they will further develop as multidisciplinary and cross-sectoral 

processes. Since the problems arising from adversarial attacks are becoming more intricate, the role of researchers will be 

inseparable, and information exchange between academia, businesses, and governments will be vital. These could include 

setting up new research collaborations and funding partnerships to work on adversarial defence, making new open source 

tool and data sets available for making progress in this area. The AI community needs to organize its research effort like a 

large-scale scientific research project addressing the existing and emerging threats and making sure that the new 

technology, which is AI, is created, used, and implemented safely and ethically 
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7. CONCLUSION 

The area of machine learning adversarial attacks, can be classified as one of the fields which both have great threats along 

with the great opportunities for its further development. The research of the present era has come to a certain extent in 

perceiving such weaknesses and the developmental of some primitive forms of safeguarding mechanisms. However, several 

critical gaps in knowledge are pointed out regarding the attack strategies, efficacy of the protection measures, and the 

practical application of the suggestions.  

 What might be done in such attempts is useful for a broader development of safe and stable machine learning models in 

the future. Learning more regarding the creation of adversarial examples transferability, the creation of unified assessment 

criteria, and how the creation of successful, dynamically defendable methods of scalability are the next big steps. However, 

other aspects like ethical and legal perspective of adversarial attacks, inter and intra domain vulnerabilities, and human in 

the loop in Machine Learning based systems have to explore further. This is so because the new solutions such as adversarial 

training, the use of ensemble methods, GAN for defense, robustness certification, automated defense, adversarial detectors, 

and better explainability are among the promising directions. All these approaches do not only improve the robustness of 

the machine learning models against adversarial attacks but also positively affects the development of the subject to some 

extent.  

Thus, the existing approach to the problem in the current research includes tendencies in the field of studies, must aim at 

the further and present studies. Thus, different machine learning methods that target adversarial procedures and guarantee 

the security of AI implementations in various significant areas can be developed to ensure the improvement of stronger, 

multifunctional, and invulnerable models 
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