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ABSTRACT  
 

Through the analysis of biological, behavioral, or a combination of both traits, biometrics entails the 
identification of specific persons. Finger veins, iris patterns, fingerprints, and DNA are examples of 
common biometric qualities. Of these, fingerprints are the most commonly utilized since they are highly 
distinctive, simple to obtain, and can be obtained from a variety of sources (because each person has ten 
fingers). In addition to introducing a method for identifying the region of interest (ROI), which is a 
specific area selected from the fingerprint image to improve feature extraction, this research focuses on 
several models for extracting fingerprint features. The study suggests a novel technique known as the 
flexible region of interest (FROI) for extracting a wider region of interest. Using the GLCM algorithm 
and invariant moments, features were retrieved from four fingerprint models (gray, binary, ridges 
thinning, and valleys thinning) using this FROI.  

The highest performance was obtained with invariant moments recovered from the valleys thinning 
model, according to experimental results from a verification system. This led to a false rejection rate 
(FRR) of 7.5% and a false acceptance rate (FAR) of 0.3846% 

 

 
1. INTRODUCTION  

One of the basics of security systems is to verify the identity of the user whether he/she is an authorized user or not. The 
authentication process is used to detect the impersonation of an authorized individual of the security system. This breach is 
one of the most serious threats facing computer systems[1] 

Using an identity card, key or password is considered traditional techniques that is used to prove a person’s identity. On the 
other hand, biometrics are characterized by their association with the person where they cannot be lost or forgotten and are 
difficult to steal. Therefore biometrics are used in identity verification systems based on an individual’s behavioral or 
physiological characteristics[2]. Identity recognition is a sensitive process for all identity management systems. The use of 
technologies such as an identity card or password as a procedure to verify the identity of the person does not provide high 
reliability for easy loss or theft it or that the person may share it with other people[3].  

Some parts of the human body, such as fingerprints, iris, vein prints, palm print, and so on, are adopted to extract the person's 
biological characteristics. These measurements are used in many applications such as border management system and 
airports, access control, law enforcement, and other military and civil applications[4]. These characteristics will be used to 
distinguish between individuals because they are unique and permanent do not change[5]. The behavioral characteristics of 
human depend on some behaviors he/she does, such as speech, walking, signing and type rhythm[4]. The behavioral 
characteristics of the persons my change over the time[6]. 

One of the most widely used methods of biometric identification at present is the fingerprints recognition[7], [8]. In fact, the 
fingerprint is one of the first biometrics used in identity recognition. Fingerprint recognition is a system characterized by 
high speed and high accuracy, so it has a very good performance[2].  

Permanence, this characteristic indicates that fingerprints never change over time. While the uniqueness refers to excellence 
in the form of the fingerprint so that no one else in the world carries the same configuration even among the twins, whose 
DNA is identical, each of them has a different fingerprint[9]. 
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There are many types of biometrics as mentioned earlier, the fingerprint is one of the most important types of these used to 
identify the identity of individuals. The fingerprint has been used for more than a century[10]. The science of forensic is one 
of the most important examples of using fingerprints for support of the investigation. The fingerprint is also used in 
commercial transactions and civic life[11]. 

The fingerprint contains multiple features that are generally divided into three main levels. The shape of the hills and their 
flow and patterns are considered the first level of the characteristics of the fingerprint. The second level consists of certain 
points distributed on the hills, these points are the minutiae. The most important types of the minutiae are ridges endings and 
bifurcations. Third-level features are obtained by dimensional features in the hills such as the width of the hills, edges, pores, 
scars, shape, deflection of the hills, and the details that be permanent[12]. 

2. LITERATURE REVIEW 

Enhance the fingerprint by using short time Fourier transform, the invariant moment features use for fingerprint verification. 
A specific area of the image called the region of interest is determined depending on the core point of the fingerprint where 
the area is cropped around this point, after that divides this area into four parts. Depending on enhanced gray model of the 
image, the features are extracted for each region separately[13]. 

The fingerprints are processed using the short time Fourier transform (STFT), and then the image is converted into a binary 
model, after that convert it to thinning model by using the morphological operations, next, extract minutiae. Minutiae features 
integrates with features extracted by invariant moments. A certain number of these minutiae is selected, and each point of 
the selected minutiae is considered as the center to the region of interest (ROI). The image is then cropped around each point 
Which were selected, finally, the invariant moments used to extract the features from these areas, these features are used to 
match the fingerprints[14]. 

The Gray level Co-occurrence Matrix (GLCM) apply on a specific area of the fingerprint, this area selected by extract the 
core point who will be the center of the crop area, after enhance this area by the Diffusion Coherence, the features will 
extracted, finally use these features for recognition operation through K-Nearest Neighbor (KNN)[15]. 

3. TYPES OF MODELS 

Fingerprint identification, need to the matching between features that extracted from images. There are multiple 
types of features that can be used for matching. Every type of features depends on some steps to reach it. 

The techniques of features extraction, depends of type of images, where it is my in gray scale mode or binary that 
also can be in (normal type or in thin mode). The research will talk about multiple techniques that can be used to 
get image, ready to extract the features, also we will suggest new models of the image that can be useful to extract 
different features, or to get more number of features. 

3.1. Enhanced Model 

Firs type of the images that can be used to extract features is the gray scale image. The features that get should be very 

good to help in identification process, therefor must do enhancement steps, to prepare the image for next step. 

There are many ways for enhancement, but the most popular enhancement step is the short time Fourier transform (STFT) 

described in[16],where it will give great results, it also does not take long. after finish the enhancement step, now the image 

like in figure 1 ready to extract features, using some algorithms that can extract features from gray images like the invariant 

moments [13], [17], and Gray Level Co-occurrence Matrix GLCM. 
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Fig 1. Fingerprint enhancement by STFT, (a) original image, (b) enhanced image. 

This steps of enhancement, used to process the images which damaged due to poor image capture, or disappearance 
of parts of the image, by connect the incorrect break of ridges, also remove an incorrect connection of ridges, to 
prepare the image for the next step. As in figure 1, now the image is great and can use it to extract feature s. 

3.2. Binary Model 

Gray scale image convert to the binary image where the pixels represent either one or zero. In general, this operation 
compares each pixel in the image with a threshold value, if the pixel value is higher than the threshold, this pixel 
converts to white, which represents by 1. If the pixel value is less than the threshold, this pixel converts to a black 
color, which is 0. As in equation (1). 

 

𝒈(𝒙, 𝒚) = {
𝟏 𝒊𝒇 𝒇(𝒙, 𝒚) >= 𝑻

𝟎 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                            (𝟏)                                     

    Where T represent threshold, g(x,y) is the value of pixel at point (x,y). 

 

There are two general types of binarization, global binarization and local binarization, in global binarization the 
threshold calculate depends on the whole image while in local binarization the image divide to blokes and choose 
the threshold for each block. Different algorithms will give different  binarization results on different data, so the 
difficult is how to choose optimal algorithm. Examples of global binarization: (Fixed Thresholding Method, Otsu 
Method, and Kittler Method). Examples of local binarization: (Adaptive Method, Niblack Method, Sauvola Method, 
and Bernsen Method) [18]. 

Adaptive binarization, this method use a window of a certain size (N X N), this window moves across the entire 
image to extract a threshold for each area you pass through. This method produces better results than the fixed 
threshold. we can calculate the local threshold value by one of three ways which is[19]: 

𝑇ℎ =
∑ ∑ 𝑓(𝑥, 𝑦)∈𝑉(𝑥,𝑦)

𝑁𝑉

− 𝐶                                                                    (2) 

𝑇ℎ = 𝑚𝑒𝑑𝑖𝑎𝑛 {𝑓(𝑥, 𝑦), (𝑥, 𝑦) ∈ 𝑉}                                                        (3) 

 

𝑇ℎ =
max {𝑓(𝑥, 𝑦), (𝑥, 𝑦) ∈ 𝑉} + min {𝑓(𝑥, 𝑦), (𝑥, 𝑦) ∈ 𝑉}

2
             (4) 

 
(a)                                                       (b) 
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Where V  indicate the processed blocks, N_V represents the amount of pixels at each V  block, and C is the constant. 

The binarization can be implemented on the image without enhance. But to guarantee an excellent result, first we 
will enhance the image after that will apply the binarization, using equation (2), by the constant (0.03) and the block 
size (16X16). Figure 2 showing the binarization operation result. 

 

 

 

 

 

 

 

 

 

 

 

Fig .2. Image binarization. 

3.3. Thinning Model 

Thinning model, works at the binary images, and apply thinning operation on it. Thinning operation is to remove all pixels 

of ridges except one pixel of the ridges, so the width of the ridge will be one pixel. Zhang-Suen thinning algorithm is the 

most famous in this field [20], in this research we use the morphological operations Which are included in the Matlab, to 

obtain the thinning image. There are some researchers use valleys instead of ridges[21], so they are make thinning operation 

on the valleys. Figure 3 explain the output of the thinning operation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig .3. Image thinning. 

 

The most famous features that can be extracted from this type of image is minutiae[22], [23], It considers one of the most 

distinctiveness features of the fingerprint. 
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3.4. Selecting the Region of Interest (ROI) 

The computational operations that will take place on the image need considerable time and consume computing 
resources because the size of the image is large. There are many parts of the image that do not contain useful 
information, and may contain noise and incorrect information that negatively affect the identification process so it’s 
not useful in the process of extracting features, to reduce the calculations, will determine a specific area of the image 
to extract the features called: region of interest (ROI), this area must be identical in all images. In this type of images, 
some researchers go to determine ROI by the reference point (core and delta). The core represents the maximum 
curvature in the ridges. Extract the reference point of the image, using the complex filters explained in [24]. After 
extracting this point, we crop the image around this point where this point will be the center of the cropped image, 
as shown in Figure 2, where the area is smaller and faster in extracting the features. There are other researchers 
who rely on the minutiae to identify ROI. the minutiae is extracted and a section of these points is selected. Each 
point of the minutiae is considered being the center of the ROI, where these areas are cut, and extract the features 
from them, as suggested in[14]. The size of the area of interest is determined by experiment to see which size gives 
the best results. 

 

 

 

 

 

 

Fig .4. Crop ROI, (a) enhanced model (b) binary model. 

The above figure shows how a specific area was cut around the area of the core. This area can be cut from any model, 
whether be enhanced, binary or thinning, depending on the location of the core. 

3.5. Gray Level Co-occurrence Matrix GLCM 

GLCM algorithm is used to extract the texture features of the image. Where it is used to extract features from gray images. 

GLCM will extracts 4 features from the image. These features are Correlation, Contrast, Homogeneity, Energy, which are 

explained in equations (5,6,7, and 8).  

Correlation                C =
∑ ∑ (𝑢−𝑚𝑢𝑣𝑢 )(𝑣−𝑚𝑣)𝑝(𝑢, 𝑣) 

√σ 𝑢σ𝑣

                (5) 

Where 𝑢 represent rows, 𝑣 represent columns, and p is GLCM matrix. 

Contrast                      S = ∑ ∑ (𝑢 − 𝑣)2 𝑝(𝑢, 𝑣)
𝑣𝑢

                                (6) 

Homogeneity            H = ∑ ∑
𝑝(𝑢, 𝑣)

1 + |𝑢 − 𝑣|    𝑣𝑢
                                               (7) 

Energy                        E =  ∑ ∑ p(𝑢 − 𝑣)2 
𝑣𝑢

                                          (8) 

 

 

 

3.6. Invariant Moments 

Hu moments, is one of the invariant moments types that can be used for patterns recognition. Seven features will be 

extracted from the image. The process of extracting features is as follows: 

The moment of order (p + q) for the 2-D continuous function f(x,y), can be defined as: 

 The core    

                              (a)                        (b) 
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𝑚𝑝𝑞 = ∫ ∫ 𝑥𝑝𝑦𝑞  𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦

+∞

−∞

+∞

−∞

 

𝑓𝑜𝑟 𝑝, 𝑞 = 0,1,2, …                                                                                             (9) 

Also can be defined the central moments as: 

𝜇𝑝𝑞 = ∫ ∫(𝑥 − 𝑥̅)𝑝(𝑦 − 𝑦̅

∞

−∞

)𝑞𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦

∞

−∞

                                               (10) 

Where     𝑥̅ =
𝑚10

𝑚00
           𝑎𝑛𝑑    𝑦̅ =

𝑚01

𝑚00
 

If f(x,y) is a digital image, then (10) becomes 

 

𝜇𝑝𝑞 = ∑ ∑(𝑥 − 𝑥̅)𝑝

𝑦

(𝑦 − 𝑦̅)𝑞

𝑥

𝑓(𝑥, 𝑦)                                                          (11) 

And the normalized central moments, denoted 𝑍𝑝𝑞 , are defined as 

𝑍𝑝𝑞 =
𝜇𝑝𝑞

𝜇00
𝑦 ,          𝑤ℎ𝑒𝑟𝑒  𝑦 =

𝑝 + 𝑞

2
+ 1, 𝑓𝑜𝑟 𝑝 + 𝑞 = 2,3, ….           (12) 

The seven invariant moments can be derive from the second and third moments, which proposed by Hu[25]. Hu derived 

the expressions from algebraic invariants applied to the moment generating function under a rotation transformation, like 

the equations explained below. This expressions consisting of groups of nonlinear centralized moment. Finally the result 

appears as a series of absolute orthogonal moment invariants that can be used for  rotation, position, and scale invariant 

pattern recognition. 

 

𝑚𝑜1 = 𝑍20 + 𝑍02, 

𝑚𝑜2 = (𝑍
20

− 𝑍02)2 + 4𝑍11,
2

 

𝑚𝑜3 = (𝑍
30

− 3𝑍12)2 + (3𝑍
21

− 3𝑍03)2
, 

𝑚𝑜4 = (𝑍
30

− 𝑍12)2 + (𝑍
21

− 𝑍03)2
, 

𝑚𝑜5 = (𝑍
30

− 3𝑍12)(𝑍
30

+ 𝑍12)[(𝑍
30

+ 𝑍12)2 − 3(𝑍
21

+ 𝑍03)2
] 

+(3𝑍21 − 𝑍03)(𝑍21 + 𝑍03)[3(𝑍30 + 𝑍12)2 − (𝑍21 + 𝑍03)2],                            (13) 

𝑚𝑜6 = (𝑍
20

− 𝑍02)(𝑍
30

+ 𝑍12)[(𝑍
30

+ 𝑍12)2 − (𝑍
21

+ 𝑍03)2] 

+4𝑍11(𝑍30 + 𝑍12)(𝑍21 + 𝑍03), 

𝑚𝑜7 = (3𝑍
21

− 𝑍03)(𝑍
30

+ 𝑍12)[(𝑍
30

+ 𝑍12)2 − 3(𝑍
21

+ 𝑍03)2] 

+(3𝑍12 − 𝑍30) (𝑍21 + 𝑍03) [3(𝑍30 + 𝑍12)2 − (𝑍21 + 𝑍03)2] 

 

4. PROPOSED WORK 
ROI can be extract by use the core to crop the image as in the Enhanced model. The size of the crop is fixed for all images, 

so if they’re some images hold smaller print than the original fingerprint, may give a little different ROI, which may affect 

the identification process. In this paper a new method was proposed to solve this problem, namely Flexible region of interest 

(FROI). 

 

4.1.  Flexible Region of Interest (FROI) 
The research proposes a new type of ROI is the Flexible ROI technique, suppose that the size of print is changeable, so to 

handle with this point, firstly will enhance the fingerprint image through the enhance model and convert the enhanced 

image to the binary model, then specifying the boundaries of the fingerprint, top point and bottom point of rows, first left 

and first right points of columns, that represent the boundaries of the fingerprint, by find first ridges pixel in the rows and 

the columns, after that we will crop this image which be in binary or enhanced model or other model until these points, as 

in figure 5. 
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Fig .5. First crop of FROI, (a) binary image (b) first crop. 

 

In the second step of finding RIO, will calculate the size of the image that result through first crop, extract the number of 

rows and columns. After that will extract three-quarters of the columns number, suppose this number represent by Q as in 

Equation (14), that will represent the size of the crop box. To extract the ROI points that will be cropped from the image, 

will apply two steps. The first step is to subtract the number of rows R from Q and then divide the output by two to extract 

the pixel which represent the first point of the ROI, and then sum the output of the first point with Q to extract the pixel 

which represent the second point, as in Equations (15) and (16). In the second step, applied the same processes but with 

the number of columns C, as in Equations (17) and (18), to find the remaining two points of the ROI. Finally, using these 

four points to crop the image, will produce the image in Figure (6). All steps of finding FROI, are Clarified in algorithm 

(1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig .6. Last step of FROI, (a) first crop (b) last crop. 

 

 

 

 
         (a)                                                       (b) 
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A. Algorithm 1: Flexible region of interest (FROI) 

Input:  Binary fingerprint image 

Output: FROI 

Step1: 

         Find first black pixel of the top and bottom row from the ridges 

 

Step2: 

         Find first black pixel at the first left and first right column from the ridges 

 

Step3: 

         Crop the image until the pixels from steps 1 and 2 

 

Step4: 

         Calculate the number of columns C and rows R for the resulting image from     step 3 

Step5: 

         Calculate the numbers of the four pixels which will represent the main points of the ROI by: 

 

       A. Calculate Q :    𝑄 = 𝐶 −
𝐶

4
                                          (14) 

 

B. Use equations (6, 7, 8 and 9) to calculate the main four pixels that represent ROI: 

 

               𝑓𝑖𝑟𝑠𝑡𝑝𝑜𝑖𝑛𝑡 = 𝑓𝑙𝑜𝑜𝑟 (
𝑅−𝑄

2
)                                       (15) 

 

               𝑠𝑒𝑐𝑜𝑛𝑑𝑝𝑜𝑖𝑛𝑡 = 𝑓𝑖𝑟𝑠𝑡𝑝𝑜𝑖𝑛𝑡 + 𝑄                               (16) 

 

               𝑡ℎ𝑖𝑟𝑑𝑝𝑜𝑖𝑛𝑡 = 𝑓𝑙𝑜𝑜𝑟 (
𝐶−𝑄

2
)                                       (17) 

 

               𝑓𝑜𝑢𝑟𝑡ℎ𝑝𝑜𝑖𝑛𝑡 = 𝑡ℎ𝑖𝑟𝑑𝑝𝑜𝑖𝑛𝑡 + 𝑄                               (18) 

 

Step6: 

         Crop the fingerprint image (enhanced, binary, thin, etc..) until these points 

 

This method will give a similar ROI to all images even if they are different in size, because the cropping process depends on 
the size of each image separately. The researcher can choose the appropriate size for the used ROI through increase or 
decrease Q value. There are another advantage with flexible ROI, where it results a big ROI, comparison with other type of 
ROI, and As a result we can reach more features. The figure 7 shows the main four points that specify the FROI. 

 

Fig .7. The main four points, for FROI 
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4.2 Fingerprint Recognition System 
To see what results can be obtained from FROI, we design a fingerprint recognition system. The system consists of two 
stages: the first stage is the registration stage (off line), where the features of each user are saved in the database. The second 
stage is the stage of testing (on line), by extracting features and matching them with information in the database. Each stage 
consists of several steps. The first step is the fingerprint acquisition through a scanner or camera, then enhancement, after 
that change it to the binary model, then select the ROI, during the last step the features are extracted. After this stage, the 
matching process begins to determine whether the person is authorized or not. Figure 8 explain the recognition system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 8. Fingerprint verification system flowchart.  
The online stage begins with the process of capturing the image which is done using a scanner as mentioned earlier. Then 
starting the image enhancement step by the STFT. Then we convert the image from gray to the binary by adaptive 
binarization. After that the image will thinning by use morphological operations that embedded in Matlab. Next we will use 
algorithm 1 to extract the FROI. The next step is the features extraction by using GLCM or the invariant moments. finally, 
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the features are saved as a template in the database. In the online stage we apply the same steps and after extracting the 
features will matched them with the features in the database by the Euclidean distance. If the matching rate exceeds the 
threshold specified, the person is deemed to be authorized, and if he does not exceed the threshold, he is deemed to be not 
authorized. 

4.2.1. Features Extraction  

There are many algorithms and techniques that can be used to extract features from images. During this research we will rely 
on the texture properties of the images, so we will use two algorithms to test the system and clarify the best results obtained. 
The first algorithm is GLCM, and the second one is the Hu invariant moments. 

GLCM will use during this research to extract the features from the gray or binary or thinning images. To get rid of nonlinear 
distortions and the noise, the FROI is divided into equal parts and we extract features from each part and then these features 
are collected in one vector. Through this paper the FROI is divided into 16 parts, GLCM will extract 4 features from each 
part, meaning 16 * 4 = 64 feature for each fingerprint. In case divide the FROI to 4 parts then, 4*4=16 feature for each 
fingerprint. 

Hu moments also used to extracts the texture properties of the gray or binary or thinning images, if the FROI is divided into 
16 parts the number of properties will be 16 * 7 = 112 per fingerprint, but if the FROI is divided into four parts, the number 
of features will be 4 * 7 = 28 per fingerprint. 

4.2.2. Matching 

Matching is a process of comparing the properties saved in the database with properties extracted from the fingerprint. A 

threshold value is specified. If the matching rate exceeds the threshold, the person is considered acceptable, if the matching 

proportion does not exceed the threshold, the person is considered inadmissible. The Euclidean distance is used in the 

matching process as in equation (19) 
 

𝐸𝐷(𝑓1, 𝑓2) = 𝑆𝑄𝑅𝑇 (∑(𝑓1𝑖 − 𝑓2𝑖)
2

𝑁

𝑖=1

)                                               (19) 

Where f1 and f2 represent fingerprints ' features. N is the number of features. 

 

During this research the results will be tested if the FROI  is divided into 4 parts or to 16 parts. The testing process will be 

done through two factors: the false acceptance rate FAR and the false rejection rate FRR as in Equations (20) and (21). 

 

𝐹𝐴𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑒𝑑 𝑝𝑒𝑟𝑠𝑜𝑛𝑠, 𝑎𝑑𝑚𝑖𝑡𝑡𝑒𝑑

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑢𝑡ℎ𝑒𝑛𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠
                (20) 

 

𝐹𝑅𝑅 =
 𝐴𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑒𝑑 𝑝𝑒𝑟𝑠𝑜𝑛𝑠, 𝑤ℎ𝑜 𝑤𝑒𝑟𝑒 𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑢𝑡ℎ𝑒𝑛𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠
                (21) 

 

5. RESULT 

The system is designed using  Matlab 2015a environment on a laptop HP, running Windows 10. the main specifications is: 
8 GB memory, and Intel processor corI 7-4500U 1.8GHz. A local database has been built. Fingerprint was captured using 
the fingerprint scanner Futronic FS80H. The number of people whose fingerprints were captured was 40, 15 females and 25 
males, aged between 19 and 38 years old, where 8 images were taken for thumb from each person, 6 images were used in 
the training process, and two images were used to examine the accuracy of the system. The image capture process was in 
room temperature. 

5.1. The First Stage 
GLCM using to extract the features from the FROI. The features will be extract through four models: the gray model, the 

binary model, the thinning hills model, and the thinning valleys model. Then will test the system in each model to see the 

best results obtained from any model.  System testing in this type of features will be through two phases:  
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5.1.1. The First Stage  

The first stage where the FROI will be divided into four parts where the features are extracted from each part. The number 

of extracted features is 4 * 4 = 16. Table 1 shows the values of FAR and FRR in each model used. Figure 9 describes the 

data in Table 1. 

 
TABLE I. SYSTEM RESULTS FOR GL CM FEATURES, FOR 4 PARTS OF FROI.  

Type of model FAR FRR Threshold 

Gray 1.3782 % 33.75 % 0.76 

Binary 1.5812 % 28.75 % 0.95 

Ridges thinning 1.3942 % 26.25 % 0.89 

Valleys thinning 1.469 % 26.25 % 0.89 

 

 
 

Fig .9. Comparison of the results of the GLCM algorithm where the FROI is divided into 4 parts. 

 

The results were not good as the FRR was high with the four models, and the FAR also appeared to be the high rate. The 

best result obtained in this experiment is through ridges thinning, where it would produce the best FAR almost, with an 

equal proportion of FRR with the valleys thinning. 

 

5.1.2. The Second Stage 

 

The second stage where the FROI is divided into 16 parts after extracting the features of each part the number of extracted 

features will be 16 * 4 = 64. Table 2 describes the FAR and the FRR in each model used. Figure 10 explains the data in 

Table 2. 

 
TABLE II. SYSTEM RESULTS FOR GL CM FEATURES, FOR 16 PART OF FROI.  

Type of model FAR FRR Threshold 

Gray 1.0684 % 27.5 % 0.45 

Binary 1.0417 % 20 % 0.84 

Ridges thinning 0.6624 % 22.5 % 0.72 

Valleys thinning 0.6944 % 25 % 0.72 
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Fig .10. Comparison of the results of the GLCM algorithm where the FROI is divided into 16 part. 

 

During Table 2, we see a clear improvement in the results after dividing the area of interest into 16 parts. Increasing the 

number of parts of the image leads to increased features and makes the system more accurate, but the system still not 

considered as a good system. The best results were obtained through ridges thinning. The FAR was the best among the 

models while the FRR was slightly less than the binary model. 

 

5.2. Hu Moments 
 

Hu moments can be used to extract features from the fingerprint image after select the area of interest. Also, we will use 

four models to extract the properties of the image: the gray model, the binary, the hills thinning, and the valleys thinning. 

The system will also be tested in two phases, with the number of parts of the area of interest varying at each stage. 

 

5.2.1. First Stage  

 

During this phase the area of interest will be divided into four parts. The Hu moments extract the properties of each part of 

the image, so the number of resulting properties is 7 * 4 = 28. Table 3 shows the results of each model. Figure 11 shows 

the data for Table 3. 

 
TABLE III. SYSTEM RESULTS FOR HU MOMENTS FEATURES, FOR 4 PARTS OF FROI.  

Type of model FAR FRR Threshold 

Gray 8.5043 % 22.5 % 0.99998 

Binary 1.688 % 36.25 % 0.992 

Ridges thinning 0.7212 % 25 % 0.89 

Valleys thinning 0.9989 % 27.5 % 0.89 
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Fig .11. Comparison of the results of the Hu moments algorithm where the FROI is divided into 4 parts. 

 

By comparing the first phase of the Hu moments with the first phase of the GLCM, will find that the results from the gray 

and binary model became worse while the results of the ridges thinning model and the valleys thinning model has improved. 

The best result was obtained from the ridges thinning model. The results of the system are still not up to the required level. 

 

5.2.2 The Second Stage 

 

The FROI will be split into 16 parts during this phase. The Hu moments will be extracted from each part, meaning that the 

number of features to be extracted is 7 * 16 = 112. Table 4 presents the results of the system at this stage. Figure 12 explains 

the data in Table 4. 

 
TABLE IV. SYSTEM RESULTS FOR HU MOMENTS FEATURES, FOR 16 PART FROI.  

Type of model FAR FRR Threshold 

Gray 3.4722 % 28.75 % 0.99995  

Binary 1.0737 % 23.75 % 0.968  

Ridges thinning 0.5609 % 8.75 % 0.60  

Valleys thinning 0.3846 % 7.5 % 0.61  

 

 
 

Fig .12. Comparison of the results of the Hu moments algorithm where the FROI is divided into 16 part. 
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As seen from the above figure, the results obtained from the gray and binary models are still not good, but the results from 

the hills thinning model and the valleys thinning model have improved significantly. The best result obtained was from the 

valleys thinning model, where the FAR was very good, with an acceptable percentage of the FRR. So the Hu moments can 

be used to extract the fingerprint properties from the valleys thinning model to build a fingerprint recognition system 

 

5.3. System Run Time  

 

Runtime is a key and important element in biometric identification systems. The system must be fast. The system has been 

tested using four fingerprint models: the gray model, the binary, the ridges thinning, and the valleys thinning. Features of 

fingerprint images were extracted by two algorithms: GLCM and the Hu moments. The time spent at each stage of the 

system for each of the four models was measured. 

 

Table 5 represents implementation time if the ROI is divided into 4 parts and GLCM is used to extract the features. While 

Table 6 represents implementation time if the ROI is divided into 16 parts and GLCM is used to extract the features. Table 

7 shows the details of implementation time when the ROI is divided into 4 parts, while the features are extracted by the Hu 

moments. Finally, Table 8 explains the execution time when dividing the ROI into 16 parts and using the Hu moments to 

extract features. 

 
TABLE V. SYSTEM RUNTIME USING GL CM FEATURES WITH 4 PARTS ROI.  

 

Operation type 
Time required to every model 

Gray binary Ridges thin Valleys thin 

Preprocessing 0.2234 0.2241 0.2274 0.2262 

Select and divide ROI 0.3161 0.3131 0.3156 0.3149 

Features extraction 0.1831 0.1831 0.1831 0.1831 

matching 0.00080767 0.00082896 0.00079090 0.00077320 

Total 0.723408 0.721129 0.726891 0.724973 

 

 
TABLE VI. SYSTEM RUNTIME USING GL CM FEATURES WITH 16 PARTS ROI.  

 

Operation type 
Time required to every model 

Gray binary Ridges thin Valleys thin 

Preprocessing 0.2234 0.2241 0.2274 0.2262 

Select and divide ROI 0.3158 0.3119 0.3183 0.3145 

Features extraction 0.1840 0.1840 0.1840 0.1840 

matching 0.00064349 0.00075990 0.00064157 0.00067432 

Total 0.723843 0.72076 0.730342 0.725374 

 
TABLE VII. SYSTEM RUNTIME USING HU MOMENTS FEATURES WITH 4 PARTS ROI.  

 

Operation type 
Time required to every model 

Gray binary Ridges thin Valleys thin 

Preprocessing 0.2234 0.2241 0.2274 0.2262 

Select and divide ROI 0.3161 0.3131 0.3156 0.3149 

Features extraction 0.1837 0.1837 0.1837 0.1837 

matching 0.00070537 0.00067753 0.00073321 0.00069673 

Total 0.723905 0.721578 0.727433 0.725497 

 
TABLE VIII. SYSTEM RUNTIME USING HU MOMENTS FEATURES WITH 16 PARTS ROI. 

 

Operation type 
Time required to every model 

Gray binary Ridges thin Valleys thin 

Preprocessing 0.2234 0.2241 0.2274 0.2262 

Select and divide ROI 0.3158 0.3119 0.3183 0.3145 

Features extraction 0.1840 0.1841 0.1841 0.1840 

matching 0.00073518 0.00075485 0.00065140 0.00064614 

Total 0.723935 0.720855 0.730451 0.725346 
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In the above tables, we notice that the implementation times of the system on all types of models are very close, with a 

slight increase in time in the case of using Hu moments to extract features, because the number of features extracted is 7, 

is almost twice the number of features extracted by GLCM. A slight increase in time is also observed when the ROI is 

divided into 16 parts, due to the large increase in the number of extracted features where more time is required for extraction 

and matching. 

 
 

6. CONCLUSION AND FUTURE WORK 
The process of fingerprint recognition can be implemented on several models of the image and with several algorithms, the 

researcher is free to choose one of these models and algorithms that can give good results. Addition to the type of model 

used, identifying the ROI for which the features will be extracted is considered one of the most important factors for the 

success of biometric identification systems. Most researchers rely on the core point to determine the ROI while others rely 

on the minutiae dots to determine the area of interest. In this research flexible region of interest (FROI) was proposed, 

through which to obtain a lot of features, where it is possible to have a significant impact in the recognition process. FROI 

can be easily extracted and used, and works well with fingerprints that are vertical and not highly slanted, since the 

significantly slanted fingerprint may result in little variation in the ROI between the images. The experimental results showed 

a good effect of the proposed work in the fingerprint recognition, which can be used with multiple recognition algorithms. 
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