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A B S T R A C T  

Background: The emergence of Chinese generative AI (genAI) models, such as DeepSeek and Qwen, 
has introduced strong competition to Western genAI models. These advancements hold significant 
potential in healthcare education. However, benchmarking the performance of genAI models in 
specialized medical disciplines is crucial to assess their strengths and limitations. This study builds on 
prior research evaluating ChatGPT (GPT-3.5 and GPT-4), Bing, and Bard against human postgraduate 
students in Medical Laboratory Sciences, now incorporating DeepSeek and Qwen to assess their 
effectiveness in Clinical Chemistry Multiple-Choice Questions (MCQs). 
Methods: This study followed the METRICS framework for genAI-based healthcare evaluations, 
assessing six models using 60 Clinical Chemistry MCQs previously administered to 20 MSc students. 
The facility index and Bloom’s taxonomy classification were used to benchmark performance. GenAI 
models included DeepSeek-V3, Qwen 2.5-Max, ChatGPT-4, ChatGPT-3.5, Microsoft Bing, and Google 
Bard, evaluated in a controlled, non-interactive environment using standardized prompts. 
Results: The evaluated genAI models showed varying accuracy across Bloom’s taxonomy levels. 
DeepSeek-V3 (0.92) and ChatGPT-4 (1.00) outperformed humans (0.74) in the Remember category, 
while Qwen 2.5-Max (0.94) and ChatGPT-4 (0.94) surpassed human performance (0.61) in the 
Understand category. ChatGPT-4 (+23.25%, p < 0.001), DeepSeek-V3 (+18.25%, p = 0.001), and Qwen 
2.5-Max (+18.25%, p = 0.001) significantly outperformed human students. Decision tree analysis 
identified cognitive category as the strongest predictor of genAI accuracy (p < 0.001), with Chinese AI 
models performing comparably to ChatGPT-4 in lower-order tasks but exhibiting lower accuracy in 
higher-order domains.  
Conclusions: The findings highlighted the growing capabilities of Chinese genAI models in healthcare 
education, proving that DeepSeek and Qwen can compete with, and in some areas outperform, Western 
genAI models. However, their relative weakness in higher-order reasoning raises concerns about their 
ability to fully replace human cognitive processes in clinical decision-making. As genAI becomes 
increasingly integrated into health education, concerns regarding academic integrity, genAI dependence, 
and the validity of MCQ-based assessments must be addressed. The study underscores the need for a re-
evaluation of medical assessment strategies, ensuring that students develop critical thinking skills rather 
than relying on genAI for knowledge retrieval. 
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1. INTRODUCTION 

It is no exaggeration to say that healthcare education stands at the threshold of an epistemological revolution, one as profound 
as the transition from oral traditions to the written word or from handwritten manuscripts to the printing press [1]. The advent 
of generative artificial intelligence (genAI) does not merely introduce an incremental advancement in educational 
methodology; rather, it challenges the very structure of how medical knowledge is acquired, processed, and applied [2-4]. 
The classical pedagogical model of medical training, rooted in the painstaking accumulation of vast reservoirs of 
knowledge—memorized, internalized, and then regurgitated in the crucible of clinical practice—is undergoing a 
transformation of historical significance [5, 6]. 

For centuries, medical education was an exercise in intellectual endurance, demanding mastery of massive volumes of text, 
from Gray’s Anatomy to Harrison’s Principles of Internal Medicine, while relying on the traditional authority of professors 
and textbooks as the primary dispensers of knowledge [7]. The process was rigid, hierarchical, and unyielding [8]. One either 
learned the information through relentless repetition and clinical apprenticeship, or one risked falling behind [9]. But now, 
that time-honored structure is being dismantled—if not outright subverted—by artificial intelligence (AI) [3, 4, 10]. The 
emergence of OpenAI’s ChatGPT, Microsoft’s Bing/Copilot, and Google’s Bard/Gemini has redefined the role of expertise 
in healthcare education and practice [11, 12]. No longer is the process of learning confined to passive absorption; rather, it 
has become an interactive dialogue between the learner and an AI system capable of mimicking human-like reasoning, 
responding to queries, and generating tailored educational content at an unprecedented scale [3, 13]. For example, a medical 
student struggling to grasp the nuances of metabolic pathways no longer needs to sift through pages of biochemistry 
textbooks; instead, a well-structured prompt to a genAI model produces a synthesized, contextually relevant, and 
dynamically adjusted response. 

The AI transformation of healthcare education mirrors past disruptions in knowledge transmission—not unlike the impact 
of the Renaissance, when scholars transitioned from reliance on ancient authorities to direct engagement with primary 
sources [14]. The AI-driven democratization of information in medicine has similar implications: it flattens hierarchies, 
accelerates learning, and grants individuals access to an ever-expanding reservoir of knowledge without the mediation of 
traditional gatekeepers [15]. Yet, for all its promise, this AI revolution is not without its perils [12]. The inherent nature of 
AI—its reliance on statistical probabilities rather than genuine understanding—raises concerns about factual accuracy, bias, 
and over-reliance on machine-generated knowledge [3, 12, 16-18]. Thus, the integration of genAI into healthcare education 
is not a passing trend; it is a defining moment in the evolution of medical pedagogy [19]. Whether it heralds a golden age of 
accelerated learning or a crisis of epistemological erosion depends not on the technology itself but on how wisely and 
critically it is employed [20].  

For much of the modern technological era, the dominance of Western AI models has been so complete that it was taken as a 
given, a natural extension of Silicon Valley’s monopoly over the digital revolution [21-23]. OpenAI, Microsoft, and Google, 
fortified by vast computational resources and a firm grip on global AI research, had seemingly cemented their position as 
the uncontested arbiters of genAI [24, 25]. However, history seldom tolerates unilateral dominance for long, and as with the 
once-unchallenged supremacy of Western industrial power, so too is the genAI frontier witnessing a formidable challenge 
from the East. The emergence of Chinese genAI models, particularly DeepSeek and Qwen by Alibaba Cloud, marks a seismic 
shift in the genAI landscape [26]. These models are not mere imitations or belated attempts to replicate Western 
advancements. Instead, they represent a parallel and increasingly competitive genAI ecosystem, one that has grown not under 
the aegis of Silicon Valley but within China’s vast and meticulously cultivated AI infrastructure, supported by state-led 
innovation initiatives and an increasingly sophisticated tech sector [27]. 

Crucially, the Chinese genAI models not only match their Western counterparts in performance—a feat that in itself signals 
a departure from past asymmetries—but they also introduce a game-changing element: democratization of access with 
transparency of AI algorithms [26-28]. Whereas OpenAI’s GPT-4, Google’s Gemini, and Microsoft’s Copilot operate within 
heavily restricted ecosystems, DeepSeek and Qwen have adopted an open-access model, allowing researchers, students, and 
professionals to utilize cutting-edge AI technology without the financial and institutional barriers imposed by Western firms 
[26, 29]. The implications would be profound since the free availability of advanced genAI models disrupts the monopoly 
once held by tech conglomerates, placing transformative computational power into the hands of a broader, global audience. 
This shift is not merely technical; it is geopolitical. The long-standing perception of Western AI models as the pinnacle of 
AI development is being fundamentally challenged [26, 29]. The question is no longer whether China’s AI revolution will 
reshape the digital landscape but rather to what extent Western dominance will be eroded as a result [26, 27, 29].  

The critical evaluation of genAI models in education cannot be left to vague impressions or anecdotal assessments; it 
demands a rigorous, structured approach, one that dissects their cognitive capabilities with the same precision that has long 
defined academic scholarship [30, 31]. In this regard, the Bloom’s revised taxonomy—an intellectual framework designed 
to classify human learning objectives—serves as both a yardstick and a challenge to AI’s claim to cognitive prowess [32-
35]. Developed as a means to systematize the progression of human knowledge acquisition, the Bloom’s taxonomy organizes 
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cognition into a hierarchy: Remember, Understand, Apply, Analyze, Evaluate, and Create [36, 37]. This structure, first 
introduced in the mid-20th century, was not merely an academic exercise but a response to the evolving needs of education 
in the post-industrial world [38-40]. It was built on the recognition that true expertise is not a matter of rote memorization 
but a gradual ascent toward deeper intellectual synthesis [37]. 

To measure a genAI tool against Bloom’s taxonomy framework is to subject it to the same standards once reserved 
exclusively for human intelligence. At the lowest rung—Remember— the genAI models would be expected to excel 
effortlessly, retrieving definitions, listing biochemical pathways, or recalling historical medical discoveries with near-perfect 
accuracy. This would be neither surprising nor particularly revelatory; after all, even the scribes of ancient Alexandria could 
transcribe knowledge without necessarily understanding it. But what distinguishes human cognition is the ability not merely 
to store and recall but to interpret, challenge, and innovate [41]. Moving upward, the Understand and Apply levels demand 
that AI demonstrate comprehension beyond repetition. It must take a concept such as the biochemical basis of metabolic 
acidosis and explain it in varied contexts or apply it to novel patient cases. While genAI models have shown remarkable 
proficiency here, particularly in structured multiple-choice questions, the cracks begin to emerge when complexity deepens 
and uncertainty is introduced as shown in various contexts (e.g., Medical microbiology, Clinical Chemistry) [35, 42]. 

It is at the Analyze, Evaluate, and Create levels that the great schism between human intelligence and artificial intelligence 
is expected to be apparent. Evaluation—requiring critical judgment, weighing competing hypotheses, and making reasoned 
clinical decisions based on conflicting data—has long been considered an innately human domain [43, 44]. Creation, 
meanwhile, represents the pinnacle of cognitive function: the synthesis of knowledge into something novel, insightful, and 
contextually rich [45]. To ask a genAI model to engage in true creativity is akin to asking a printing press to author an epic. 
It may rearrange words in aesthetically pleasing ways, but it lacks the lived experience, intuition, and intellectual defiance 
that have historically defined human innovation [46, 47]. This is not to say that AI cannot mimic aspects of creativity—it 
can, and sometimes with unnerving effectiveness; however, the distinction lies in origination versus recombination [46, 47]. 
Just as a skilled forger may reproduce the brushstrokes of a Renaissance master without capturing the essence of artistic 
intent, AI may generate text, code, or solutions that appear insightful but lack the foundational experience and intentionality 
that mark true human intelligence [48]. 

Thus, to subject genAI models to Bloom’s taxonomy is not merely an academic exercise but a statement on the nature of 
intelligence itself. If genAI surpasses students in lower-order cognitive tasks yet struggles in higher-order reasoning, does 
this represent a triumph or a limitation? If AI can outperform humans on standardized exams yet falters in clinical judgment, 
does this indicate an augmentation of medical education or a dilution of expertise? These are not trivial questions. They are, 
in fact, the same questions that arose with every major technological leap in intellectual history—from the invention of 
writing, which Socrates feared would erode memory, to the printing press, which revolutionized access to knowledge while 
also unleashing an era of misinformation and dogmatic rigidity [49, 50]. To benchmark AI against human cognition is not 
merely an academic necessity; it is an intellectual reckoning with what it means to think, to reason, and ultimately, to create 
[31]. 

The application of genAI in Clinical Chemistry is therefore not a mere academic exercise; it is a critical stress test of genAI’s 
capacity to engage with medical knowledge in both its most static and dynamic forms. Clinical Chemistry presents a unique 
intellectual battleground—a discipline that demands not only rote memorization of biochemical principles but also the 
nuanced application of those principles in clinical contexts. It is here, at the intersection of knowledge retention and problem-
solving, that the true measure of an AI tool educational potential can be assessed. Therefore, this study builds upon previous 
research, which demonstrated that ChatGPT-4 outperformed its predecessors, while ChatGPT-3.5, Bing, and Bard displayed 
above-average competence [42]. The earlier findings were notable not only because these genAI models matched or 
exceeded postgraduate students in Clinical Chemistry multiple-choice questions (MCQs) but also because they successfully 
navigated diagnostic scenarios—interpreting simulated laboratory results to determine hypothetical patient conditions [42]. 
Such performance raised fundamental questions about AI’s evolving role in healthcare education, particularly regarding 
academic integrity and the appropriateness of traditional assessment methods [51]. If AI can outperform human students on 
MCQs—the bedrock of standardized medical assessment—then should medical education rely on these tools, or must it 
evolve beyond them [52]. It is within this context of disruption and recalibration that the present study seeks to extend the 
investigation, incorporating new genAI models from China—DeepSeek and Qwen—into the comparative framework. The 
emergence of Chinese genAI models represents not just a technological shift but a geopolitical and educational one, 
challenging the long-held dominance of Western AI and offering free, unrestricted access to high-caliber large language 
models (LLMs) [26]. By subjecting these models to the same rigorous Clinical Chemistry MCQs, designed to span the 
breadth of Bloom’s taxonomy, the study aims to benchmark their performance against Western genAI counterparts. The 
objective is not merely to determine which model scores highest, but rather to understand where, how, and why certain genAI 
models excel or falter in specialized healthcare education. 
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2. METHODS 

2.1 Study design and ethics 

This study was meticulously designed in accordance with the METRICS (Model, Evaluation, Timing, Range/ 

Randomization, Individual factors, Count, and Specificity of prompts and language) checklist, to ensure a methodologically 

rigorous framework for assessing the performance of six different genAI models in a healthcare education setting [53]. The 

study was based on the utilization of a set of 60 MCQs from a Clinical Chemistry examination administered to masters 

(MSc) students enrolled in the Medical Laboratory Sciences program at the School of Medicine, the University of Jordan. 

These MCQs were previously employed in a prior benchmarking study to test four different genAI models [42]. The 

primary reference dataset for AI benchmarking was derived from an in-person examination taken by 20 postgraduate 

students during the Autumn Semester of the 2019/2020 academic year. This cohort served as a real-world comparator, 

enabling a direct performance assessment between genAI models and human students. 
 

The MCQs were developed by the first author (Malik Sallam), a Clinical Pathology consultant certified by the Jordan 

Medical Council, with extensive teaching experience in Clinical Chemistry since the 2018/2019 academic year. The use of 

originally authored questions mitigated concerns regarding intellectual property and copyright violations, ensuring that the 

study adhered to the highest academic standards as stated in [42]. To study received Institutional Review Board (IRB) 

approval from the Deanship of Scientific Research, the University of Jordan (Reference Number: 2/2024/19), with a waiver 

granted due to the non-sensitive, anonymized nature of the dataset [42]. 

2.2 METRICS features used to guide the study design 

To ensure robust performance benchmarking, 60 MCQs from a Clinical Chemistry examination for MSc students at the 
University of Jordan, School of Medicine, were employed. The facility index (FI), defined as the proportion of students who 
correctly answered a given MCQ out of the total 20-student cohort [42]. The cognitive complexity of each MCQ was 
categorized using Bloom’s revised taxonomy into four levels: Remember, Understand, Apply, and Analyze [37]. This 
classification was achieved through consensus between two authors (Malik Sallam and Khaled Al-Salahat) as stated in [42], 
both certified Clinical Pathologists with extensive teaching and assessment experience. 

Six genAI models were tested as follows: ChatGPT-3.5 (OpenAI, San Francisco, CA): Evaluated using its default settings 
(last update: January 2022) [54]. ChatGPT-4 (OpenAI, San Francisco, CA): Latest version assessed at April 2023 update 
[54]. Bing Chat (GPT-4 Turbo) (Microsoft, Redmond, WA): Tested with its "Balanced" conversation mode, last updated 
April 2023 [55]. Bard (Gemini 1.0) (Google, Mountain View, CA): Version assessed at October 4, 2023 update [56]. 
DeepSeek V3 (DeepSeek, China): Evaluated in January 2025 [57, 58]. Qwen 2.5-Max (Alibaba Cloud, China): Evaluated 
in January 2025 [59]. Each genAI model was engaged in a controlled, non-interactive testing environment, ensuring 
uniformity across evaluations: GPT-3.5, GPT-4, Bard, DeepSeek, and Qwen 2.5-Max were tested using a single-page input 
system to maintain consistency. Bing Chat was tested using the "New Topic" option for each question to mitigate context 
retention bias, given the model’s response limit (50 exchanges per session). No model was permitted to "regenerate" 
responses, nor was feedback provided during interactions, preventing adaptive learning bias that could skew results. 

To ensure clarity, precision, and reproducibility, a standardized prompt was designed for genAI testing using the following 
exact phrasing: "For the following 60 Clinical Chemistry MCQs that will be provided one by one, please select the most 
appropriate letter only for each MCQ without explanation. Please note that only one choice is correct while the other four 
choices are incorrect. Please note that these questions were designed for master’s students in medical laboratory sciences." 
Each MCQ was subsequently inputted sequentially, with no alterations or additional context provided. English was 
exclusively used, as it is the official language of instruction in the MSc program at the University of Jordan as stated in [42]. 
The genAI-generated responses were assessed for correctness against the pre-established answer key. Human involvement 
in evaluation was limited to verifying accuracy, ensuring objective assessment without subjective interpretation. All MCQs 
were originally authored by the first author (Malik Sallam), the sole instructor of the Clinical Chemistry course, ensuring 
full control over content validity and eliminating concerns related to copyright infringement. The material taught in the 
course was derived from the following textbooks: Tietz Textbook of Clinical Chemistry and Molecular Diagnostics [60]; 
Clinical Chemistry: Principles, Techniques, and Correlations [61]; Henry's Clinical Diagnosis and Management by 
Laboratory Methods [62]. The MCQs encompassed a comprehensive range of Clinical Chemistry topics, reflecting the 
curricular scope of the MSc program: Adrenal Function; Amino Acids and Proteins; Body Fluid Analysis; Clinical 
Enzymology; Electrolytes; Gastrointestinal Function; Gonadal Function; Liver Function; Nutritional Assessment; Pancreatic 
Function; Pituitary Function; Thyroid Gland; and Trace Elements as stated in [42]. 

2.3 Statistical analysis 

All statistical analyses were performed using IBM SPSS Statistics (version 26.0; IBM Corp, Armonk, NY). Descriptive 
statistics were used to summarize genAI performance across the revised Bloom’s taxonomy levels. Paired-samples t-tests 
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were conducted to compare genAI model accuracy with human performance in Clinical Chemistry MCQs, reporting 95% 
confidence intervals (CIs) and p values to assess statistical significance. Bonferroni post hoc comparisons were applied to 
evaluate pairwise differences among AI models while controlling for multiple comparisons. To assess genAI model 
performance across cognitive domains, Mann-Whitney U tests were used to compare lower-order (Remember, Understand) 
and higher-order (Apply, Analyze) cognitive tasks, with statistical significance set at p < 0.05. Pearson correlation analyses 
were conducted to explore associations between genAI accuracy and MCQ complexity factors, including stem word count 
and choice word count, with correlation significance determined at p < 0.05. A decision tree analysis using the Chi-squared 
Automatic Interaction Detection (CHAID) method was conducted to identify key predictors of genAI accuracy, stratifying 
performance based on cognitive category and genAI model type. The model’s risk estimate and classification accuracy were 
calculated to assess predictive reliability. Statistical significance was set at α = 0.05, with adjustments applied for multiple 
comparisons where appropriate.  

3. RESULTS 

3.1 Benchmarking of genAI performance compared to humans 

Generative AI models exhibited varying performance across Bloom’s taxonomy levels (Table I). DeepSeek-V3 (0.92) and 

ChatGPT-4 Legacy Model (1.00) achieved the highest accuracy in the Remember category, exceeding human performance 

(0.74). In the Understand category, Qwen 2.5-Max (0.94) and ChatGPT-4 (0.94) outperformed humans (0.61). Microsoft 

Bing (0.80) demonstrated the highest accuracy in the Apply category, while ChatGPT-3.5 (0.40) had the lowest. In the 

Analyze category, Qwen 2.5-Max (0.77) and ChatGPT-4 (0.77) outperformed humans (0.60), whereas Google Bard (0.38) 

showed the lowest accuracy (Table I). 

TABLE I.  OVERALL PERFORMANCE OF GENERATIVE AI MODELS STRATIFIED BASED ON THE REVISED BLOOM’S TAXONOMY CATEGORIES 

Revised Bloom Taxonomy Remember Understand Apply Analyze 

GenAIa model/human Mean Mean Mean Mean 

DeepSeek-V3 0.92 1.00 0.60 0.62 

Qwen 2.5-Max 0.87 0.94 0.60 0.77 

ChatGPT-3.5 0.79 0.83 0.40 0.62 

ChatGPT-4 Legacy Model 1.00 0.94 0.60 0.77 

Microsoft Bing 0.83 0.83 0.80 0.54 

Google Bard 0.75 0.78 0.60 0.38 

Humans 0.74 0.61 0.71 0.60 
a. genAI: Generative AI 

 

Paired-samples t-tests assessed differences in accuracy between genAI models and human performance in Clinical Chemistry 
MCQs. DeepSeek-V3 (+18.25%, 95% CI: 8.11% to 28.39%, t(59) = 3.601, p = 0.001), Qwen 2.5-Max (+18.25%, 95% CI: 
7.57% to 28.94%, t(59) = 3.418, p = 0.001), and ChatGPT-4 Legacy Model (+23.25%, 95% CI: 13.65% to 32.85%, t(59) = 
4.846, p < 0.001) demonstrated significantly higher accuracy than human students. ChatGPT-3.5 (+6.58%, 95% CI: -6.59% 
to 19.75%, t(59) = 1.00, p = 0.321), Microsoft Bing (+9.92%, 95% CI: –1.44% to 21.27%, t(59) = 1.747, p = 0.086), and 
Google Bard (–0.08%, 95% CI: –12.39% to 12.22%, t(59) = –0.014, p = 0.989) showed no statistically significant difference 
from human performance. 

Bonferroni post hoc comparisons indicated that ChatGPT-4 Legacy Model achieved significantly higher accuracy than 
Google Bard (p = 0.023), while no other genAI model comparisons showed statistically significant differences (p > 0.05). 
Pairwise differences between DeepSeek-V3, Qwen 2.5-Max, ChatGPT-3.5, Microsoft Bing, and Google Bard were non-
significant across all comparisons. 

3.2 GenAI model performance based on Bloom’s taxonomy 

Mann-Whitney U tests showed significant differences in correct answers between cognitive categories for DeepSeek-V3 
(U = 249.000, Z = –3.364, p = 0.001), ChatGPT-3.5 (U = 282.000, Z = –2.022, p = 0.043), ChatGPT-4 Legacy Model (U 
= 282.000, Z = –2.980, p = 0.003), and Google Bard (U = 258.000, Z = –2.370, p = 0.018). Qwen 2.5-Max (p = 0.072) and 
Microsoft Bing (p = 0.064) showed no significant differences (Fig. 1). 
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Fig. 1. Performance of generative AI (genAI) models across cognitive categories based on Bloom’s taxonomy. Mean accuracy and 95% confidence 

intervals (CI) are shown for lower-order cognitive tasks (Remember, Understand; blue circles) and higher-order cognitive tasks (Apply, Analyze; red 

diamonds). 

Bonferroni post hoc comparisons revealed that ChatGPT-4 Legacy Model achieved significantly higher accuracy than 
Google Bard in lower-order cognitive tasks (p = 0.045), while no other significant differences were observed among genAI 
models in this category. Pairwise comparisons between DeepSeek-V3, Qwen 2.5-Max, ChatGPT-3.5, and Microsoft Bing 
demonstrated no statistically significant differences (p > 0.05). In higher-order cognitive tasks, no genAI model 
significantly outperformed another, with all pairwise comparisons yielding non-significant results (p > 0.05). 

3.3 Benchmarking genAI performance based on MCQ complexity 

Pearson correlation analysis revealed no significant relationship between MCQ stem word count and AI model accuracy 
across all tested genAI models (p > 0.05). DeepSeek-V3 (r = 0.011, p = 0.932), Qwen 2.5-Max (r = 0.119, p = 0.366), 
ChatGPT-3.5 (r = –0.064, p = 0.627), ChatGPT-4 Legacy Model (r = –0.055, p = 0.678), Microsoft Bing (r = 0.074, p = 
0.577), and Google Bard (r = 0.111, p = 0.397) all demonstrated weak, non-significant correlations with MCQ stem word 
count, indicating that question length did not influence genAI model accuracy in this dataset.  

Pearson correlation analysis demonstrated a significant negative correlation between MCQ choice word count and accuracy 
for ChatGPT-3.5 (r = –0.263, p = 0.042) and Google Bard (r = –0.269, p = 0.038), indicating that longer answer choices 
were associated with lower accuracy for these models. No significant correlations were observed for DeepSeek-V3 (r = 
0.015, p = 0.909), Qwen 2.5-Max (r = –0.049, p = 0.711), ChatGPT-4 Legacy Model (r = –0.099, p = 0.454), or Microsoft 
Bing (r = –0.152, p = 0.245), suggesting that MCQ choice length did not significantly impact performance for these models. 

3.4 Decision tree analysis on genAI performance across cognitive levels and model types 

Decision tree analysis using the CHAID method identified cognitive category (Lower vs. Higher) as the most significant 
predictor of genAI accuracy (p < 0.001, F = 34.634). GenAI models exhibited a higher mean accuracy in lower-order tasks 
(Remember, Understand) at 87.3%, compared to 61.1% in higher-order tasks (Apply, Analyze). Among lower-order tasks, 
DeepSeek-V3, Qwen 2.5-Max, and ChatGPT-4 Legacy Model achieved a significantly higher accuracy (94.4%) than 
ChatGPT-3.5, Microsoft Bing, and Google Bard, which scored 80.0% (p = 0.019, F = 12.061) (Fig. 2). The overall risk 
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estimate of the model was 0.145 ± 0.011, indicating a low classification error rate. These findings confirm that Chinese 
genAI models (DeepSeek-V3, Qwen 2.5-Max) perform comparably to ChatGPT-4 Legacy Model in lower-order cognitive 
tasks, while Western AI models exhibit lower accuracy overall.   

 

Fig. 2. Decision tree analysis illustrating the impact of cognitive category and generative AI (genAI) model type on accuracy in Clinical Chemistry 

multiple-choice questions (MCQs). 

4. DISCUSSION 

The remarkable performance of Chinese genAI models marks a new milestone in the trajectory of genAI abilities. In the 
highly specialized and cognitively demanding field of Clinical Chemistry assessed in this study, DeepSeek-V3 and Qwen 
2.5-Max not only rivaled but in several aspects equaled or exceeded their Western counterparts, a feat that would have been 
inconceivable just a few months ago [63]. The main study results force a reckoning with the unprecedented cognitive 
capabilities of Chinese genAI models and their potential to contribute in reshaping the very foundations of healthcare 
education. If a machine can now outperform human postgraduate students in an advanced discipline requiring precision, 
pattern recognition, and applied problem-solving, then the implications extend beyond pedagogy—they call into question 
the assumed superiority of human cognition in structured medical assessments. 

The remarkable performance of Chinese genAI models in this study marks a significant shift in the landscape of AI-driven 
healthcare education. Previous studies have extensively evaluated Western genAI models, particularly OpenAI's ChatGPT 
series, across diverse medical disciplines [25, 35, 42, 64-73]. This evaluation included the United States Medical Licensing 
Examination (USMLE) exam [25, 74]. However, the inclusion of DeepSeek-V3 and Qwen 2.5-Max in this study offers an 
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unprecedented benchmark of non-Western genAI models in a specialized and cognitively demanding field like Clinical 
Chemistry. 

In an early scoping review on ChatGPT performance in MCQs by Newton and Xiromeriti, ChatGPT-4 vastly outperformed 
its predecessor ChatGPT-3, achieving a passing rate of 93% compared to 20%, with superior performance over human 
students in 35% of the assessed exams [75]. While earlier reports have highlighted the evolution of OpenAI’s models, our 
study is among the first to rigorously benchmark Chinese genAI models in healthcare education, confirming that their 
claimed benchmarks hold up under independent evaluation [26, 57]. Collectively, our findings compared to similar literature 
assessing genAI performance in healthcare education underscore a new reality: the dominance of Western genAI is no longer 
assured. DeepSeek-V3 and Qwen 2.5-Max have proven their capacity to match, if not surpass, their Western genAI rivals in 
structured knowledge recall and cognitive processing. This not only affirms China’s growing AI prowess but also raises 
critical questions about the future trajectory of genAI development, access, and integration into healthcare education globally 
[76, 77]. 

The findings of this study were not just remarkable—they can be described as unsettling. DeepSeek-V3, Qwen 2.5-Max, and 
ChatGPT-4 did not merely perform well; they decisively outclassed human postgraduate students in Clinical Chemistry, a 
field that demands precision and analytical depth. That a genAI model—devoid of experience, intuition, or human 
judgment—can surpass individuals who have dedicated extensive time and efforts to mastering this discipline is not merely 
an achievement of engineering; it is a stark warning. This is no longer a question of AI assisting health education—it is 
outperforming the very individuals it was designed to support. With models like ChatGPT-4, Qwen 2.5-Max, and DeepSeek-
V3 achieving success rates exceeding 85%, compared to the human average of 67%, we must confront deeply uncomfortable 
questions: what happens when genAI no longer complements human expertise but surpasses it? If memorization, pattern 
recognition, and structured reasoning can be executed more efficiently by machines, then the very pedagogical foundations 
of health education—lectures, standardized exams, rote learning—may be rendered obsolete [78, 79]. 

The implications of remarkable performance of Western and Chinese genAI models are unsettling. What role remains for 
the human physician in a world where genAI can diagnose faster, recall more accurately, and analyze data with unparalleled 
efficiency? Does this signal a necessary shift toward an education system that prioritizes judgment, ethics, and human 
intuition—qualities genAI cannot yet replicate? Or does it mark the beginning of an era where the traditional notion of human 
expertise is increasingly diminished, replaced by an ever-advancing algorithm that never tires, never forgets, and never needs 
training beyond its initial parameters? If these findings are not met with urgent reflection, then the field of healthcare risks 
entering an age where the physician is no longer the ultimate authority, but a consultant to an omnipresent, infallible machine 
[80-82]. What we have witnessed in this study is not merely progress—it is a profound restructuring of the intellectual 
hierarchy that has governed medicine for centuries [83]. 

A fundamental and deeply unsettling reality was revealed by the results of this study: healthcare education assessments, as 
currently structured, are not evaluating intelligence—they are predominantly testing recall. The unyielding dominance of 
genAI models in lower-order cognitive tasks, as dictated by the revised Bloom’s taxonomy, confirms what should have been 
clear long ago: MCQs are an anachronism, an outdated relic of a system that has long mistaken memorization for mastery 
[52, 84]. In this study, genAI models such as DeepSeek-V3, Qwen 2.5-Max, and ChatGPT-4 demonstrated near-perfect 
proficiency in Remember and Understand tasks, achieving 87.3% accuracy in lower-order cognitive domains. Yet when 
challenged with higher-order tasks (Apply, Analyze), their accuracy dropped significantly. This discrepancy should not 
reassure educators—it should alarm them. The reality is that a well-trained machine can now outscore human students on 
the very exams that determine medical competence, yet it remains less capable of critical reasoning, real-time decision-
making, or patient-centered judgment. If genAI models can effortlessly excel in recall-based MCQs, what, then, is the value 
of these assessments? This study does not merely confirm genAI’s strengths—it highlights the urgent inadequacy of current 
medical education assessments [84-87]. If institutions continue to prioritize rote learning over problem-solving, they will 
produce graduates who pass exams but lack the skills to navigate the uncertainties of real-world clinical practice [43, 88]. 

Based on the study results and consistent with a wide range of studies, it appears that genAI has exposed the intellectual 
hollowness of traditional assessment methods; it is now incumbent upon health educators to correct course [25, 35, 42, 64-
73, 87]. The path forward is clear: medical education must abandon its overreliance on knowledge retrieval and instead 
emphasize clinical reasoning, synthesis, and adaptive decision-making—domains where genAI might still falter [89]. If 
assessments in healthcare education remain unchanged, we risk training a generation of health professionals whose primary 
skill is competing with a machine that will always be faster, more precise, and more reliable in pure factual recall [90, 91]. 
The objective of healthcare education must not be to replicate genAI's strengths but to cultivate uniquely human 
capabilities—intuition, ethical discernment, and the ability to think critically amid uncertainty [92]. To ignore these findings 
is to surrender the future of medical expertise to algorithms. The imperative is clear: adapt the curriculum, evolve the 
assessments, or risk irrelevance in the age of AI [12, 93, 94]. 

Despite their dominance, not all genAI models in this study withstood the subtleties of complex MCQs. ChatGPT-3.5 and 
Google Bard faltered when faced with longer, more nuanced answer choices, showing a negative correlation between choice 
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length and accuracy. This suggests that even sophisticated genAI remains vulnerable to linguistic complexity, distractors, 
and phrasing subtleties—an Achilles’ heel that health educators could exploit. By designing MCQs with heightened 
complexity, assessment frameworks could shift from testing recall to truly challenging cognitive depth, ensuring that AI-
driven pattern recognition does not replace genuine analytical reasoning. This presents a necessary safeguard against 
uncritical AI reliance in health education [95, 96]. 

An emerging hierarchy of intelligence among genAI models was evident in this study, with DeepSeek-V3, Qwen 2.5-Max, 
and ChatGPT-4 consistently outperforming their counterparts, ChatGPT-3.5, Microsoft Bing, and Google Bard. This 
stratification signifies more than a mere performance gap—it represents a fundamental shift in digital competency, where 
select genAI models achieve near-expert proficiency, while others remain constrained in both factual recall and analytical 
reasoning. Just as the choice of authoritative medical texts once shaped health education, the selection of genAI models 
would now directly influence a student’s comprehension, accuracy, and cognitive development. The unregulated use of 
lower-performing genAI models introduces a risk—students engaging with suboptimal AI tools may develop an incomplete 
or distorted understanding of complex medical concepts [97, 98]. To preserve academic integrity and ensure consistent, high-
quality AI integration, institutions must consider standardized benchmarks, guiding the incorporation of only the most 
reliable AI models into medical training [31]. As genAI becomes increasingly interwoven with learning, the quality of 
knowledge acquisition is now directly tied to the caliber of the AI model employed, necessitating a strategic and evidence-
based approach to its adoption in healthcare education [99, 100]. 

Finally, this study has several limitations that warrant consideration. First, the assessment was limited to MCQs, favoring 
structured recall over clinical reasoning. GenAI models excel in such formats, but their real-world decision-making 
capabilities remain uncertain. Future research should incorporate case-based discussions and problem-solving assessments 
for a broader evaluation. Second, the study focused solely on Clinical Chemistry MCQs, limiting generalizability to other 
healthcare disciplines. Third, the benchmarking did not account for genAI training datasets or knowledge cutoffs, which may 
influence performance. The extent to which proprietary datasets contribute to genAI success remains unclear and warrants 
further study. Fourth, the reasoning behind genAI-generated responses was not analyzed in this study as opposed to the first 
study [42], leaving potential hallucinations, biases, or AI-generated content errors unexamined. Finally,, all MCQs were in 
English, limiting insights into genAI performance in non-English languages since evaluating genAI’s linguistic robustness 
is essential for global applicability. 

5. CONCLUSIONS 

The rise of Chinese genAI with remarkable performance as shown in this study is nothing short of extraordinary. DeepSeek-
V3 and Qwen 2.5-Max have not merely challenged but, in critical domains, matched the formidable ChatGPT-4 model—a 
feat that would have been inconceivable just months ago when Western genAI reigned unchallenged. The results of this 
study mark the dismantling of Silicon Valley’s once-unquestioned monopoly, as China’s genAI infrastructure surges 
forward, demanding a recalibration of global expectations. No longer a follower, China has emerged as a formidable 
contender, proving that genAI innovation is no longer the sole province of San Francisco or Seattle but may soon be led by 
Beijing and Hangzhou. Beyond statistical superiority, the performance of DeepSeek-V3 and Qwen 2.5-Max signals a 
paradigm shift. These genAI models demonstrated exceptional accuracy in lower-order cognitive tasks, rivaling their 
Western counterparts while surpassing human postgraduate students in knowledge recall and structured analysis. If genAI 
can now outperform human learners in factual domains, then the very structure of healthcare education must evolve 
accordingly. The assumption that genAI will remain an adjunct to human expertise is rapidly becoming obsolete—these 
models are no longer tools; they are competitors. Yet, the results also expose the persistent limitations of all genAI models. 
While these models excel in recall and structured reasoning, they falter in higher-order cognitive tasks requiring judgment, 
synthesis, and clinical intuition—domains still firmly within human expertise. This gap presents both an imperative and an 
opportunity: genAI developers must refine these models to strengthen critical reasoning, while health educators must adapt 
curricula to emphasize uniquely human faculties—intuition, ethical judgment, and problem-solving in unpredictable clinical 
scenarios. Ultimately, this study is a testament to China’s genAI mastery. The days of unquestioned genAI leadership in the 
West are over, and the future of AI-driven healthcare education will be dictated not by geography but by innovation. Those 
who fail to recognize this seismic shift, who assume that genAI excellence will remain a Western prerogative, do so at their 
peril. 
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