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A B S T R A C T  

 

With the heavy reliance on computers and information technology to send and receive data across 
networks of various types, there has been concern about securing that data from intrusions and cyber-
attacks. The expansion of network usage has led to an increase in hacker attacks, which has led to 
prioritizing cybersecurity precautions in detecting potential threats. Intrusion detection techniques are a 
critical security measure to protect networks in both personal and corporate environments that are 
managed by network operating systems. For this, the paper relies on designing a network intrusion 
detection model. Since deep neural networks (DNNs) are classic deep learning models known for their 
strong classification performance, making them popular in intrusion detection along with other machine 
learning algorithms, they have been chosen to improve intrusion classification models based on datasets 
for intrusion detection systems. The basic structure of this proposal is to adopt one of the optimization 
algorithms in extracting features from the dataset to obtain more accurate results in the classification and 
intrusion detection stage. The developed Corona Virus algorithm is adopted to improve the system 
performance by identifying optimal features. This algorithm, which consists of several stages, optimally 
selects individuals based on features from the NSL-KDD dataset used for intrusion detection. The 
resulting optimization solution acts as a network structure for the intrusion classification model based on 
machine learning and deep learning algorithms. The test results showed exceptional performance on the 
NSL-KDD dataset, where the proposed Convolution Neural Network CNN model achieved 99.3% 
accuracy for multi-class classification, while the Decision Tree (DT) achieved 88.64% accuracy for 
anomaly detection in bi-class classification. 

 

 

1. INTRODUCTION 

Computers have revolutionised our lives and work, becoming ubiquitous through various devices, from desktops to 
smartphones. This widespread adoption has raised significant concerns about securing the vast amounts of data exchanged 
over networks [1] . Most network attacks involve fundamental issues, such as hacking the Internet to gain access to operating 
systems, disrupting network services, or controlling network paths [2, 3]. Therefore, safeguarding information and ensuring 
privacy necessitates vigilant monitoring through defensive measures to detect and prevent unauthorised access to sensitive 
files. However, many challenges arise in designing and developing adaptable and effective methods for vulnerability 
detection, such as a great interest in using deep learning algorithms to improve cybersecurity, due to the use of the above-
mentioned machine learning algorithms to address and detect security issues. Software vulnerabilities. Discovering software 
vulnerabilities is of paramount importance in today's world, as threats are becoming increasingly common. With new threats 
emerging all the time, the field of software vulnerability detection has become more challenging [4, 5]. Intrusion detection 
methods are classified into three main categories: signature-based, anomaly-based, and hybrid methods. Anomaly-based 
intrusion detection employs several techniques, including knowledge-based detection, statistical methods, and machine 
learning algorithms [6] . Machine learning algorithms encompass various types, such as supervised, unsupervised, and semi-
supervised learning. Despite their differences, these techniques share a common principle: they rely on intrusion data, process 
it, classify it, and detect intrusions [7, 8]. Machine learning algorithms have been applied in various fields, including intrusion 
detection, where models are created and linked to algorithms to enhance dataset features. The primary goal of using machine 
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learning techniques is to develop more accurate identifiers and features to detect intrusions in frequently attacked network 
datasets [9, 10]. 

Regarding current intrusion detection systems, there is a research gap regarding the effectiveness and flexibility of the type 
of attack classification, whether binary or multi-class. On the other hand, intrusion detection systems work on large data sets 
that require pre-processing and at the same time selecting improved features to facilitate the detection process  [11]. To be 
able to analyse the network intrusion in terms of whether it is a malicious or not. Therefore, in terms of the type of attack 
related to its source in the network traffic, we proposed a system that detects network intrusion through classification tools 
for the data set specific to this type of attack. The Corona Virus optimization Algorithm was adopted as one of the methods 
that have not been addressed in previous works specialized in this field in terms of improving the features of data sets specific 
to detecting network intrusion. This research can contribute to enhancing cybersecurity measures, protecting sensitive 
information, and ensuring the stability of network systems by using machine and deep learning models in binary and multi-
classification. 

The proposed approach provides better security and privacy for network systems by detecting the intrusion as malicious or 
secure and then indicating the exact type of intrusion if malicious. The features of the NSL-KDD dataset are improved by 
using the new Corona Virus algorithm in such a field.  

This paper is structured as follows: section 2 presents the network intrusion detection methods, section 3 analyses a different 
of previous works related to the topic of the manuscript, section 4 presents the most common data optimization methods, 
section 5 is divided into subsections for the proposed method, while section 6 presents the results, compares the results with 
previous works, and discusses the results, finally, the conclusions are presented in section 7 of the paper. 

2. NETWORK INTRUSION DETECTION METHODS  

Network intrusion detection systems comprise a structure with several subcomponents, each performing integrated tasks 
related to intrusion detection [12]. Figure 1 illustrates the intrusion detection methods. 

 

 

Fig. 1. Classification of intrusion detection methods [11]. 

Classification-based methods are crucial for detecting intrusions, especially when distinguishing between normal and attack 
cases, regardless of attack type. However, multi-class intrusion detection methods gain greater importance when balancing 
normal and aggressive attack classes [13]. 

3. LITERATURE REVIEW 

Previous studies on intrusion detection have focused on machine learning algorithms. Table I summarises related research. 
The following is a review of literary works closely related to the research topic, particularly the use of optimisation methods 
with machine learning algorithms in intrusion detection. 

Jothi and Pushpalatha (2023) [14] proposed a deep learning algorithm to design a system for detecting intrusion attempts in 
Internet of Things (IoT) networks. They analysed various features of IoT network nodes and used the CIDDS-001 and 
UNSWNB15 datasets to evaluate the proposed system's accuracy in detecting intrusions. The system achieved 95.20% 
accuracy with the CIDDS-001 dataset. 

Sivamohan and Sridhar (2023) [15] designed an intrusion detection system using machine learning algorithms for 
classification. They employed the flock optimisation algorithm for feature optimisation to achieve the best accuracy. The 
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NSL-KDD dataset underwent pre-processing and was then analysed using the Interpretable Model-Agnostic Explanations 
LIME algorithm. The proposed method achieved 98.2% accuracy with the optimised features. 

Alhayali et al. (2021) [16] proposed an intrusion detection method using the Rao optimisation tool to enhance features for 
machine learning algorithms, such as maximum learning machines and support vector machines. They used the KDDCup 
99 and CICIDS2017 datasets to evaluate the method, achieving 100% and 97% accuracy, respectively, with the SVM 
algorithm and Rao optimisation tool. 

Stiawan et al. (2020) [17] utilised intrusion detection system IDS generation methods to improve features from the ITD-
UTM dataset for attack and intrusion detection, training classifiers with these improved features. They employed supervised 
methods in artificial intelligence, such as decision trees (J48) and the default network. The proposed system's virtual network 
achieved up to 85.3% accuracy in intrusion detection. 

Jiang et al. (2020) [18] proposed a network intrusion detection system based on a convolutional neural network (CNN) 
model with a bi-directional long-term memory (BiLSTM) optimisation method. They analysed the NSL-KDD dataset using 
BiLSTM combined with CNN, achieving 83.58% classification accuracy for multi-class detection. 

Wei et al. (2019) [19] designed a particle swarm optimisation model for initial data optimisation, followed by search 
probability to solve the initial optimisation based on gene intersection factors. The main intrusion detection system used a 
deep belief network (DBN) based on the initial optimisation results. The proposed method proved effective, reducing the 
average time for intrusion detection to 0.24 and achieving 82.36% accuracy with the DBN method. 

Al Tobi and Duncan (2019) [20] studied how adapting the discrimination threshold to model predictions, particularly for 
estimated traffic, improves intrusion detection performance. They used machine learning algorithms such as C5.0, Random 
Forest, and Support Vector Machine, employing the STA2018 dataset. The results highlighted the importance of adapting 
thresholds to enhance intrusion detection accuracy, with Random Forest achieving 94.26% accuracy. 

Alhayali et al. (2021) [16]proposed a method to improve intrusion detection by combining the Rao optimisation tool with 
various machine learning algorithms, such as maximum learning machines and support vector machines. They analysed and 
evaluated the proposed method using the KDDCup 99 dataset and CICIDS 2017 datasets, achieving 100% and 97% accuracy, 
respectively, with the SVM method and Rao optimisation. 

TABLE I.  SUMMARY OF RELATED RESEARCH 

Author Technique Dataset Optimisation method 
Classification 

type 

Limitation  

Jothi and Pushpalatha 

2023 [14] 
LSTM 

CIDDS-001 
and 

UNSWNB15 

       Without 

optimization 
Multi-class 

It uses an LSTM network 

which generates overfitting 

and misalignment with long 
data. 

Sivamohan and Sridhar 

2023 [15] 
LIME NSL-KDD 

flock optimisation 

algorithm 
Multi-class  

Flock optimisation algorithm 

needs to adapt effectively to 

different constraints. This is 
not suitable for the type of 

data used. 

Alhayali et al. 2021 [16] 

support 

vector 
machine 

KDDCup 99 

and CICIDS 
2017 

Rao Optimisation 

Tool 
Multi-class 

Using the Rao Optimisation 
Tool requires data processing 

first, which is not supported 

by the author. 

Stiawan, Deris et al. 2020 

[17] 
DT, J48 ITD-UTM 

Optimal IDS 

generation 
Binary class 

It was able to detect 
malicious and harmless 

activities without revealing 

the type of intrusion. 

Jiang, Kaiyuan, et al. 

2020 [18] 

CNN, 

BiLSTM 
NSL-KDD 

         Without 

optimization 
Multi-class 

The author's proposal is to 

use the same dataset as in 

this manuscript without 
improving its features. 

Wei et al. 2019 [19] 
Deep Belief 

Network 
NSL-KDD 

Particle swarm 

optimisation 
Multi-class 

Use of Particle swarm 

optimisation algorithm 

which requires real-time data 
even though the dataset is 

pre-collected 

Al Tobi and Duncan 2019 

[20] 

C5.0, RF, 

and SVM 
STA2018 adapting threshold Binary class 

It was able to detect 
malicious and harmless 

activities without revealing 

the type of intrusion. 
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4. OPTIMISATION METHODS 

Optimisation techniques and methods are considered influential factors in improving the accuracy of classification 
algorithms and reducing the complexity of detection and classification problems in record time. Effective data extraction 
and optimal selection enable better data preparation when designing and creating classification models, especially for data 
containing errors or unnecessary spaces [21, 22]. The role of the optimiser is to make adjustments during the search and 
update process until the required values, deemed optimal, are achieved. The optimal solution involves finding the minimum 
and maximum solutions and employing them to reach the goal [21, 23]. In deep learning, optimisation is crucial for obtaining 
optimal solutions and features in a neural network [24, 25]. Most machine learning problems can be solved by rearranging 
or updating the data to suit the nature of the problem and the algorithm's mechanism. Optimisation methods vary according 
to machine learning techniques, necessitating the continuous search for the best improvement methods to obtain optimal 
solutions [26]. 

Given the multitude of optimisation algorithms, we will discuss a subset that relies on population-based principles, focusing 
on methods chosen to enhance search techniques. These include genetic algorithms, swarm optimisation algorithms, and the 
modern coronavirus algorithm. Genetic algorithms, a subset of evolutionary algorithms, are primarily used to find solutions 
to optimisation problems. They simulate the process of natural selection [27]. Particle swarm optimisation is a random 
algorithm that relies on the intelligent behaviour of individuals and groups of animals, such as flocks of birds or schools of 
fish, to find optimal solutions [28, 29]. The coronavirus algorithm, inspired by the spread of the virus and the probability of 
infection, uses terms like infected person, healthy person, distancing, death, and complete recovery [23, 30]. 

The coronavirus algorithm was chosen for its ability to determine input parameters based on disease statistics and updated 
infection information, avoiding the use of random values that may cause the algorithm to fail to reach an optimal solution 

[31] . The steps for the coronavirus optimisation algorithm are summarised as follows: 

 Definition of the population set, including all vectors in the dataset and their features. 

 Defining the first individual in the population as the initial infection, assigning it a value of 0, which can be chosen 
randomly. 

 The spread of the disease occurs through the first infected person, with the following possible outcomes: 

1- The infected person dies, preventing further transmission. 

2- Transmission of the disease to new individuals, with a 10 percent probability of spreading. 

3- Isolation of the infected person to prevent further spread, with a 50 percent probability of isolation.  

 Updating the data by categorising the group into: 

1- Deaths, with a probability of 0.05. 

2- Complete recovery of the infected person. 

3-  Infection of new individuals, with infection rates between 0 and 5 if the disease spreads naturally. 

 The algorithm's stopping criteria depend on a complete recovery or death. The current population number must be 
less than the original population, with a specified number of repetitions or a time period for stopping. 

Using the coronavirus optimisation technique will yield satisfactory results in selecting the most important vectors before 
the profit-making stage in a specialised dataset by network layers and detecting portals. 

5. PROPOSED METHODOLOGY  

The proposed system detects network intrusions based on the optimal solution, updating the dataset according to the 
previously mentioned coronavirus working principle. As shown in Figure 2, the system includes three main phases: pre-
processing, which involves data normalisation, and searching for optimal solutions among the dataset features, modified 
after each iteration in the training stage of the proposed models. The training phase includes two models: the first uses CNN 
to classify the attack type, resulting in multiple types such as 'Denial of Service', 'Probe', 'User to Root', and 'Remote to 
Local'. The second model uses a decision tree to determine whether the attack classified by CNN is a normal or abnormal 
intrusion. Finally, the system's performance is evaluated and tested to determine its accuracy in detecting the type and 
predicting the nature of the intrusion. 
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5.1 Dataset Collection 

The dataset used to evaluate the classification models is the state-of-the-art NSL-KDD, developed from the KDD'99 dataset 
by the University of New Brunswick, NSL-KDD and CICIDS2017 datasets for intrusion detection and anomaly detection 
in IoT networks [11]. The NSL-KDD dataset includes four main classes, each potentially leading to an effective and 
malicious attack or being normal. The attack types are denial of service, probe, user to root, and remote to local. Table II 
shows the dataset, including the numbers of each attack type and its classes, normal or abnormal.  

TABLE II.  NSL-KDD DATASET DETAILS 

Attack type Denial of Service Probe User to Root Remote to Local 

Normal 15958 22903 25001 24983 

Abnormal 9234 2289 180 209 

 

 

Fig. 2. An architecture of the proposed model.  

5.2 Preprocessing Operations 

5.2.1 Data normalisation 

The most important preprocessing step is to normalise the features in the dataset for different types of network attacks. This 
step involves converting the dataset content, represented by vectors, into categories with numerical values, making it easier 
to train the classification model more efficiently. 

In this paper, the Standard-Scaler method was used to transform the dataset into standard normal distributions. 
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The main task of Standard-Scaler is to normalise features to have a mean of 0 and a standard deviation of 1, resulting in a 
standard normal distribution. The following equation shows normalisation using Standard-Scaler: 

𝑋𝑠𝑑 =
𝑋 − 𝜇

𝜎
                                                                                              (1) 

Here 𝑋 refers to the original feature, the average feature is indicated by μ, and the deviation is represented by 𝜎. 

5.2.2 Data balance 

Datasets like the one used in this work often contain class imbalance issues that occur during data creation and compilation. 
It is important to address this problem using rebalancing methods such as the SMOTE technique. 

This technique involves identifying minority classes relative to the rest of the dataset and creating new instances for these 
minority classes. 

For every 𝑋𝑖 belonging to the minority class set: 

Determine the nearest neighbour of 𝑋𝑖 by calculating the distance between 𝑋𝑖 and all members of the minority class set using 
Euclidean distance. 

𝐷(𝑋𝑖 , 𝑋𝑗) = √∑  (𝑋𝑖𝑙 − 𝑋𝑗𝑙

𝑛

𝑙=1

)2                                                                          (2) 

Let 𝑋𝑗 be a neighbor of 𝑋𝑖. Artificial instances are created for each neighbour called 𝑋𝑛 based on the following equation: 

𝑋𝑛 = 𝑋𝑖 + ⋋ × (𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 − 𝑋𝑖)                                                        (3) 

⋋ is considered a random value greater than 0 and less than 1, which is the nearest neighbour. 

5.3 Classification Models  

Initially, the optimal feature selection is based on the coronavirus algorithm. Since feature improvement methods are crucial 
for obtaining data with enhanced features, the coronavirus algorithm was chosen to improve the features and use them as 
input for the classification stage and detecting the type of intrusion attack.  

5.3.1 First model-multi-class 

The CNN model is used to classify the dataset into four classes: Denial of Service (DoS), Probe, User to Root (U2R), and 
Remote to Local (R2L), based on the coronavirus algorithm for optimal feature selection. The decision tree algorithm is then 
used to determine whether the attack classified by CNN is a normal or abnormal class according to the type of attack in the 
four outputs. 

The structure of the proposed CNN consists of several layers, starting with the input layer, followed by hidden layers, and 
finally the output layer for the four types of attacks. 

Hidden layers consist of a number of filters ranging from 32 to 256, with the number of filters varying depending on the 
features and their complexity in each layer. The max pooling layers use ReLU as the activation function. To ensure that all 
grid cells are not involved simultaneously, the ReLU function in (4) is ideal, as it is non-linear and does not stop working 
until the transformation is linear and equal to zero [32][34]. 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) =  {
𝑥𝑖 ,            𝑖𝑓     𝑥𝑖    ≥ 0
0,             𝑖𝑓     𝑥𝑖    < 0

                                                                 (4) 

Since classification involves more than two classes, we usually need an active multi-class function in the output layer, such 
as Softmax, as shown in (5) [33][35]. 

𝑓(𝑥𝑖) =
𝑒𝑥𝑝(𝑥𝑖)

∑ 𝑒𝑥𝑝(𝑥𝑗)𝑗

                                                                                           (5) 
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5.3.2 Second model - binary class 

The DT algorithm will be used to determine the type of attack. The inputs to these algorithms are the output of the CNN 
model, which identifies the type of attack, along with the features for each type in the dataset used. 

The non-linear sigmoid activation function, represented by (6), is typically used for binary classification types [33]. 

𝜎(𝑥) =
1

1 + 𝑒−𝑥
                                                                                            (6) 

6. EXPERIMENTAL RESULTS 

After conducting numerous attempts to find the optimal values for the parameters within the CNN classification model, 
Table III and Figure 2 show the change in parameter values and their effect on the model's accuracy, relying on the learning 
rate, number of epochs, and kernel size in the layer. 

TABLE III.  RESULTS WITH DIFFERENT PARAMETERS 

No. Epochs  Kernel size Learning rate Accuracy 

1 10 5 0.001 99.22% 

2 22 3 0.001 99.15% 

3 15 3 0.001 99.28% 

4 20 5 0.0001 99.21% 

5 13 3 0.001 99.32% 

 

The highest accuracy achieved by the proposed model was 99.32% at a learning rate of 0.001, with 13 epochs and a kernel 
size of 3, as shown in Figure 3. 

 

Fig. 3. The effect of parameter values on the accuracy curve. 

The performance metrics for applying the CNN classifier to the dataset are shown in Table IV and Figure 4. The highest 
values for all performance metrics for the CNN classifier reach 100 percent for the Remote to Local attack type. 
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TABLE IV.  PERFORMANCE MEASURES OF CNN IN MULTI-CLASS 

Performance Measures 

Classes 

Denial of Service Probe User to Root Remote to Local 

Precision 0.887 0.983 1 1 

Recall 0.995 0.755 0.988 1 

F-measure 0.962 0.926 0.986 1 

 

 

Fig. 4. Performance measures of CNN in multi-class. 

In the second stage of intrusion detection, the various types of data are divided into normal or abnormal attacks, which in 
any case come from one of the previous types as primary attacks. To determine which type has an abnormal attack pattern 
or a normal pattern, the decision tree classifier was trained using the classified outputs from the CNN model. 

The performance of the decision tree upon testing appeared as shown in Table V and Figure 5.  

TABLE V.  PERFORMANCE MEASURES OF DT IN BINARY CLASS 

Class  Precision Recall F-measure 

Normal 0.8490 0.8767 0.8538 

Abnormal 0.8864 0.8678 0.8864 

 

Fig. 5. Performance measures of DT in binary class. 
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6.1 Comparison with Previous Works  

When the proposed system is compared with previous related works in terms of the NSL-KDD dataset type, optimisation 
methods, and classification type, as shown in Table VI. It was found that the current system excelled in several aspects. The 
most important of these are classification accuracy, the use of both multi-class and binary classification, and the use of an 
optimisation algorithm that had not been previously employed in the field of intrusion detection. Previous methods often 
focused solely on determining the type of attack, regardless of whether it was effective or normal. 

TABLE VI.  COMPARISON WITH RELATED WORKS 

Author Technique  Classification type Optimisation method Accuracy 

Sivamohan and Sridhar 2023 [15] LIME Multi-class  Flock optimisation algorithm 
98.2% 
 

Jiang, Kaiyuan, et al. 2020 [18] CNN Multi-class  BiLSTM 83.58% 

Wei et al. 2019 [19] 
Deep belief 

network 
Multi-class  particle swarm optimisation 82.36% 

Proposed model 
CNN  

 DT 

Multi-class  

Binary class 
Coronavirus 

99.3% 

0.8864 

 

6.2 The Discussion 

The problem of network intrusion detection is still present due to the growing of data transmission technologies over the 
network - therefore, we trained classification models on the NSL-KDD dataset. Most of the authors of previous works relied 
on one of the types of classification, either binary or multiclass classification.  

The manuscript proposal does not only depend on the combination of both binary and multiclass classification types, but it 
mainly depends on optimizing the features of the NSL-KDD dataset using the Corona Virus optimization algorithm instead 
of using previously known optimization algorithms such as PSO, WSA, TBO, and DBO. The resulting optimization solution 
works as a network structure for the intrusion classification model. The classification also combines binary and multivariate 
in a different way from previous work. Although the proposed system achieves an accuracy of up to 99.3% for the CNN 
model in multi-classification and 88.64% for binary classification, the work is limited to the NSL-KDD dataset and needs to 
be adapted for real-time intrusion detection of illegal network intrusion. 

7. CONCLUSION 

In this paper, a new approach was proposed to enhance the features of the dataset for intrusion detection systems by adopting 
the coronavirus optimisation algorithm. The optimisation algorithm was based on the principle of the spread of the 
coronavirus disease 19 and how to obtain the best data for its ability to persist because it carries the best features. Most 
previous studies have adopted either binary or multi-class classification, in this manuscript we have adopted both types of 
binary and multi-class classification instead of using the Corona Virus Optimization Algorithm which has not been used in 
any previous work in the field of study. The proposed models were trained on NSL-KDD datasets, with CNN as a multi-
class classifier and DT as a binary classifier. The system architecture is designed to automatically learn the features of the 
four attack types, which are further divided into two categories: natural and unnatural. According to system performance 
measures and testing, it proved superior in detecting the attack and its type compared to previous works that used different 
improvement methods. For better results, it is crucial to focus on developing intrusion detection systems that can respond to 
threats as they occur. Future research could focus on optimisation techniques to reduce latency in intrusion detection systems 
and use training stall metrics within the neural network. It is important to note that the work was not based on real-time 
intrusion detection, but it may be used in the future for real-time data on the network after likened it for analysing the attack, 
then adding it to a new dataset. 
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