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A B S T R A C T  
 

Cyber security is developing factor for protecting internet resources by handing various monitoring 
feature based support to improve the security. Increasing internet cries in the defined facts for need of 
advance met in cyber security. Most internet attacker’s theft the information through malicious 
activities, false data injection, hacking and make soon creating procedures. In most cases cyber sercuity 
failed to detect the malicious activities because the monitoring feature analyses improper to predict the 
result in previous machine learning algorithms. TO resolve this problem to propose an advance cyber 
security based on flow-based anomaly detection using Min max game theory optimized artificial neural 
network (MMGT-ANN). The reprocessing was carried out with KDD crime dataset. Then Data driven 
network model is applied to monitor the feature margins and defect scaling rate. Based on the feature 
scaling rate Transmission Flow defect rate is estimated and applied with Min max Game theory to 
select the feature limits. Then features are trained with optimized ANN to detect the crime rate. By the 
attention of the proposed system achieves higher performance in precision rate to attain higher 
detection accuracy with lower time complexity compared to the other system. 

 

 

1. INTRODUCTION 

The growth of information and networking technology has supported the organizations in many ways. Such development 
has been adapted by different organizations and sectors 

Network security is used to secure the computer networks from unauthorized access, exploitation, modification and 
manages the network administrator or communication medium. It depends on layers of security and it contains several 
components including network monitoring, data analysis through deep learning models. It aims a variety of threats and 
breaks them from arriving or increasing on your network security performance 

Internet security is used to protect your data and computing power from damage or theft. Data security means that data 
stored on a computer cannot be read by unauthorized individuals. For the past 15 years, people have been ignorant about 
computer and cyber security. A security problem is the execution of malicious code on a computer due to system or 
application vulnerabilities or threats that lead to improper user actions and system failures. The computer is extended and 
connected to the Internet, browsing the Internet, e-commerce, social networks and e-mail. This mainframe faces various 
types of problems like viruses, spyware, malware, phishing, spam, scams etc. A virus program damages a computer and 
replicates itself, usually resulting in data loss [1]. Spyware is a type of malicious code that monitors your Internet activity 
without your knowledge. Phishing, scams, malware and spam scams all fall into one category and force users to click on 
items such as links, links and images. The most common and persistent threats to security stop in your inbox. They come 
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from various sources and appear canonical. Most cyber attacks are quick, easy and cheap, making them difficult to detect 
and track. Cyber security is used to improve integrity, confidentiality, reliability and authentication to avoid financial 
loss, personal loss, privacy loss, data loss and computer outages. 

 

 

Figure 1. internet point of attacks 

The internet technology is an ever growing sector of this decade and the users perform their day to day activities through 
them. The computers are affected by means of virus, spyware, malware, phishing, spam, scam etc. as shown in figure 1. 
There are virus programmers designed to damage the computers which can replicate themselves and can cause loss or 
corruption of data. There are malicious users or hackers who steal the user sensitive information to perform phishing 
attack [2-4].  

So the internet security is one of the most valuable factors which are based on the principles of confidentiality and 
integrity. These factors become quite challenging in packet sniffers, malicious routers, covert channels, eavesdroppers 
and client side script attackers on internet. 

Machine learning and deep learning models are used to analyze data transmission behavior to detect intrusion. It is used 
in many research fields, and there are things like machine learning approaches. It avoCrime attack dimensional curses 
because it reduces their time in learning, reduces data collection costs, reduces collection and improves classification 
performance. Facilities selection is one of the critical building blocks of data processing. It is. It reduces the evolutionary 
by eliminating inappropriate and unwanted features. Must be capable of determining optimal feature set validity [5].  

2. LITERATURE SURVEY 

 [6]  The authors proposed a new approach to quantify the relevance and importance of texts describing cyber security. 
Predefined 'important' texts are analyzed according to their textual similarity with different repositories, and maximum 
similarity is calculated considering the textual importance. [7] The authors present coalitional Insurance as a talented 
another or complement to the outdated cover plans offered by It resources are mostly affected by cybercrimes. Below the 
future cyber cover perfect, several broadcast operators form an cover union, and the union premiums take into account 
system susceptibilities and damage distribution. [8] The authors propose a measurement data source recognition 
algorithm based on feature extraction techniques like KNN, ANN, including ensemble empirical mode decomposition 
and real-time scaled data classification with machine learning. However, power system cyber security is also addressed 
by data spoofing attacks. [9] The authors conducted a methodical appraisal of CC values and their adoption. Barriers to 
CC adoption are explored based on an examination of present cybersecurity assessment trends using Random forest 
Algorithm (RFA). Additionally, share experience and lessons learned with the CC from the recent development of the 
Australian Cyber Criteria Assessment Program to develop profiles when defining security requirements. [10] The authors 
present small business cybersecurity and emphasize aligning this study with the popular NIST Cybersecurity Framework 
(CSF). Based on the literature summarizes the main challenges SMEs face in implementing good cybersecurity and 
summarizes key recommendations. [11] The authors proposed several measurements to monitor abnormal load deviations 
and suspicious branch flow changes. A formal two-step approach is proposed to detect False Data Injection (FDI) cyber-
attacks. The first phase determines whether the system is attacked, and the second phase identifies the target branch. [12] 
The authors introduce Cyber Threat Intelligence (CTI), which provides intelligence analysis to identify known and 
unknown threats using various characteristics such as threat actor capabilities, motivations, and indicators of compromise 
(IoC). Analyze and predict threats to improve Internet supply chain security. Combine CTI and ML techniques to analyze 
and predict threats based on CTI attributes. [13] The authors present recent analytical research on social networks and 
Internet traffic, using common concepts to classify Internet hosts or applications and users or tweets, using similarity, 
communication, and shared security goals. The ability to do so depends on the broader use of diverse networks or social 
trends rather than being identified in isolation. 
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 [14] The authors provide a complete appraisal of modelling, imitation, examination approaches, categories of 
cyberattacks, and state-of-the-art CPPS cybersecurity countermeasures. Consideration of other cyberattack discovery and 
justification mechanism arrangements for entire power systems is given. [15] The authors proposed a systematic 
approach for security validation of OT-focused CPSs using UPPAAL model validation to improve network security. As a 
result of valid security attacks, these are considered insecure environments. That's it's essential to identify the weaknesses 
in your CPS. 

3.  PROPOSED SOLUTION 

 Classification is a standard data mining technique based on machine learning that usually uses the information to 
classify a data set between different classes. Many methods serve as a classification of information mining. Therefore, 
this work presents the idea of implementing an intelligent anti-jamming system based on deep learning. This method does 
not require prior knowledge of interference patterns and network models. We use MMGT-ANN based on learning to 
improve behavioural processes.  

 

 

Fig.2: proposed architecture diagram - MMGT-ANN 

Use collective intelligence with deep reinforcement to improve sensor performance and reduce detection latency. Figure 
2 shows the proposed architecture diagram - MMGT-ANN. It also includes usage and occupancy of channels and 
conversion rates of channels. The proposed framework was evaluated for parameters such as key generation, delay, 
power, packet loss, transactions and timing related parameters. 

In wireless communication systems, security quality has a very important impact on communication performance. A 
communication system's ability to achieve channel efficiency is highly dependent on collecting accurate channel position 
information. In fact, it is very difficult to properly assess security. Least squares and least squares error are two common 
channel estimates. In addition to the frequently used traditional model-based security method, a new DL-based scheme 
has recently been used, which provides an optimized ANN based detection and improve the cyber security. In essence, 
traditional communication systems are usually based on long-established mathematical algorithms. Therefore, the 
implementation of deep learning methodology can inspire new data-driven perspectives for the wireless universe. 

3.1 Data driven network model 

Initially the pre-processing ins carried out to normalize the dataset,. This preserves the feature monitoring approach from 
monitored attain noiseless data. The data drives model creates for data collection to observe he feature limits to create 
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),( jid  represent the node and its feature limits variation Nji , .      

Based on the data driven approach, the feature rate is collected and preprocessed to reduce the feature dimension. 

3.2 Transmission Flow defect rate 

In this stage , feature are analysed with observed margins to identify the defect flow during the packet transmission. This 
Computes the feature limits in defect scale rate 𝑊𝑡  is estimated by frequency set Fs (F (f(x)) 

𝑓(𝑥) → 𝑊𝑡(𝑉𝑎𝑙(𝑓𝑠1) ↔ 𝑉𝑎𝑙(𝑓𝑠2)) 

𝑓 (𝑥) =
vs

|𝐴vs|
 

The frequency limits are points the variation in mean factor f(x) at  

𝑓 (𝑥) =
vs

|𝐴vs|
 -(f (x)-f (x-1)). 

Frequency set Fs (𝐴vs) =
∑ {𝑣𝑠𝑛:(𝑓𝑠𝑖𝐶1→𝑣𝑠𝑛)≠0

𝐴vs
𝑛=1 }

∑ 𝑣𝑠𝑛
𝐴vs
𝑛=1

− 𝑥𝑛−1𝑓(𝑥)  

TO attain the difference level by inverse definition F (xI) to get the actual feature weight.  

𝐹𝑆𝐴| (vs)=1-
∑{𝐹𝑆𝐴({𝑉𝑎𝑙𝑖∃𝑉𝑎𝑙𝑗}):(𝑉𝑎𝑙𝑗∁𝑣𝑠𝑖)}

|𝑣𝑠𝑖|
 

The feature thresholds f (x) by feature scaling will be multiple to source the alteration by means of opposite function to 
get the actual feature limits. It chooses the marginal weighting function by means of the cumulative difference of the 'R' 
feature weights 

3.3 Min max-game theory 

The maximum and minimum scale detect range are variated based on this game theory approach/Once the feature value 
is activated, a mini-max game is initiated between the generator and the discriminator. 

• The strategy of the game is explained by the equation, 

min
𝐺

max
𝐷

𝔼𝑥~𝑝𝑑𝑎𝑡𝑎
[log(𝐷(𝑥))] − 𝔼𝑧~𝑝𝑑𝑎𝑡𝑧

[log(1 − 𝐷(𝐺(𝑧)))] 

Based on the z- input error, pdata-data distribution, D-discriminator function, G-Generator function, after the mini-max 
game is over, the perceived output is the difference in behavior between the normal nodes and the attacking nodes. 
Classifies attacking hosts and excludes them from data transmission. 

3.4 Artificial neural network 

The ANN was constructed and features are feed into input layer  crime margins to create sequence feature limits. The 

crime limits be linear value into 𝐶𝑅𝑀|
𝑇1, 𝐶𝑅𝑀|

𝑇2 … . 𝑛. The hidden layer is a layer between the input layer and output 
layer. The inoput feature lmits are feed forward into subjective levels as ℎ1, ℎ2 … 𝑛. Feature variation margins. The 16 
cross layers is used to cross evaluate the Logical neurons to carry the crime feature limits. 

𝐶(𝜃) = ∑[𝑦𝑇]𝑖

𝑖

 log( 𝑎𝐿 (𝑥𝑇)𝑖) + (1 − [𝑦𝑇]𝑖) log( 1 − (𝑎𝐿 (𝑥𝑇)𝑖)) 

• θ is the set of the neural network parameters,  

• xT is the training data vector,  

• yT is the label vector (Attacker/Normal),  

• aL (xT ) is the output of the neural network at the last layer L. 

• In the hidden layer, sigmoid and hyperbolic tangent (Tanh) functions are discarded for implementation. 

 [𝜎(𝑧)]𝑘 =
1

1+𝑒−𝑧𝑘
   ,

𝑒𝑧𝑘− 𝑒−𝑧𝑘

𝑒𝑧𝑘+𝑒−𝑧𝑘 ,  

z-input, k-entry count 

• The output layer is implemented using a smooth maximum activation problem with gradient descent given in the 
following equation. 
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[𝜎(𝑧)]𝑘 =
𝑒𝑧𝑘

∑ 𝑒𝑧
𝑗 𝑗

 

The output layers produce class margins to detect the crime rates under different class by reference. This classifies the 
defect dependencies on class margins rate, the actual value of comparison be trained with ideal crime rate to produce 
efficient result. 

4.  RESULT AND DISCUSSION  

The proposed implementation is tested on python language with an anaconda environment using publicly available cloud 
KDDcup99 dataset. Crime Attack can be effectively detected by comparative parameters such as classification accuracy, 
sensitivity, specificity, false ratio and time complexity with the help of a confusion matrix. 

TABLE I: ENVIRONMENT AND VALUES PROCESSED 

Parameters Values 

Simulation Tool Anaconda, Jupiter notebook 

Simulation language Python 

Name of the dataset KDDcup99 dataset 

No of users/ records 500/ 2500 

Number of classes High / medium / low 
 

Table 1 shows the Environment and values processed in simulation environment. The comparison algorithms are, 
Random Forest Algorithm (RFA), Support Vector Machine (SVM), K-Nearest Neighbour (KNN) are compared with 
proposed MMGT-ANN. 

TABLE II: PERFORMANCE ON INTRUSION DETECTION ACCURACY VS. NO OF SERVICES 

Intrusion Detection Accuracy in % vs No of Services 

Comparison methods/ services 10 Services 20 Services 30 Services 

RFA 70.9 73.6 78.3 

KNN 76.2 77.1 81.8 

SVM 78.7 82.4 87.5 

MMGT-ANN 91.9 96.6 98.3 

   

Table 2 describes the Crime Attack accuracy performance vs no of services with different techniques like RFA, KNN, 
SVM and the proposed MMGT-ANN produce high performance than any other methods. 

 

Fig. 3: Impact of malicious Crime Attack accuracy performance 

Figure 3 denotes impact of intrusion detection classification accuracy performance with various services like 10, 20 and 30. The 
proposed technique MMGT-ANN method attained 98.3% for 30 services also the previous RFA attained 78.3%, KNN 81.8%, 
and SVM attained 87.8%. Nonetheless, the proposed method produces better performance than other techniques.  

TABLE III: IMPACT OF SENSITIVITY PERFORMANCE 

Comparison methods/ services 10 Services 20 Services 30 Services 

RFA (%) 68.6 71.8 77.1 

KNN (%) 73.2 75.6 80.7 

SVM (%) 76.7 81.5 86.2 
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MMGT-ANN (%) 89.3 94.5 97.1 

 

Table 3 describes the impact of sensitivity performance the proposed compared with previous techniques.  

 

Fig.4: Analysis of sensitivity performance 

Figure 4 shows the sensitivity performance for CRIME ATTACK detection using MMGT-ANN algorithm. The proposed 
algorithm provide result is 96% of sensitivity performance for 30 services; similarly the exiting algorithm provide results 
are RFA is 76% of Sensitivity performance, KNN is 81% of Sensitivity performance and SVM is 85% of Sensitivity 
performance for 30 services. 

TABLE IV: IMPACT OF SPECIFICITY PERFORMANCE 

Comparison methods/ services 10 Services 20 Services 30 Services 

RFA (%) 71.2 72.6 78.4 

KNN (%) 78.7 76.8 83.6 

SVM (%) 79.4 82.8 87.4 

MMGT-ANN (%) 90.8 95.2 96.8 
 

Table 4 describes the analysis of specificity performance measures in different number of services such as 10, 20, and 30 
services. The proposed technique provide better result than previous approaches.  

 

Fig.5: Analysis of Specificity performance 

 Figure 5 illustrate the analysis of specificity performance the proposed and previous approaches comparison result 
presented. The proposed MMGT-ANN algorithm has 97% of Specificity performance for 30 services; similarly the 
existing algorithm results are RFA is 77% of specificity performance, KNN is 82% of specificity performance and SVM 
is 86% of specificity performance for 30 services. 
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TABLE V: ANALYSIS ON FALSE CLASSIFICATION RATIO 

False Classification Ratio in % vs No of Services 

Comparison methods/ services 10 Services 20 Services 30 Services 

RFA 28.4 25.1 20.7 

KNN 23.5 21.4 16.9 

SVM 20.7 16.9 12.6 

MMGT-ANN 6.7 2.4 1.3 
 

Analysis of false classification ratio the proposed comparison with previous methods performance is listed in table 5.  

 

Fig.6: Impact of false classification ratio 

Figure 6 illustrates impact of false classification ratio performance for Crime Attack with various services like 10, 20 and 
30 services. In this graph, X-axis is a comparison methods moreover Y-axis performance gradually decrease with each 
method. The proposed MMGT-ANN method achieves 1.3% false classification performance for 30 services besides RFA 
achieves 20.7% of false classification performance, KNN method achieves 16.9%, and SVM method achieves 12.6%.  

TABLE VI: IMPACT OF TIME COMPLEXITY PERFORMANCE 

Time complexity in seconds vs No of Services 

Comparison methods/ services 10 Services 20 Services 30 Services 

 RFA 62.4 66.1 67.2 

KNN 48.6 52.8 58.6 

SVM 31.6 35.5 41.2 

MMGT-ANN 17.5 21.6 28.3 

 

Table 6 describes the impact of time complexity performance vs no of services. The proposed MMGT-ANN has 28.3 sec 
for Crime Attack classification besides RFA has 67.2 sec, KNN has 58.6 sec and SVM has 41.2 sec for Crime Attack 
classification.  

 

Fig.7: Result of time complexity performance 
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Figure 7 denotes result of time complexity performance the proposed MMGT-ANN technique compared with other 
methods like RFA, KNN and SVM. In figure X-axis presents comparison methods besides Y-axis presents time 
complexity performance in seconds with each methods. However the proposed method produced less time complexity 
result than previous techniques.  

TABLE VII. PERFORMANCE ON VARIOUS MEASURES 

Comparison methods/ services Detection Rate % False Ratio % Time Complexity in sec 

RFA 78.6 18.6 62.5 

KNN 81.3 16.2 48.4 

SVM 87.2 10.6 31.5 

MMGT-ANN 98.2 1.3 17.9 

 

Table 7 denotes the proposed MMGT-ANN performance of various measures based on detection rate, false ratio and time 
complexity. The proposed MMGT-ANN techniques gives better performance than addition methods.  

5. CONCLUSION  

An efficient cyber security system based on flow-based anomaly detection using Artificial neural network produce high 
performance compared to the other system. Tis archives high detection accuracy based on crime feature evaluation and 
reduce the time and false detection rate. The min max gaming approach reduces the dimensionality of non-deterministic 
characteristic ranges to choose from crime rate scaling factor. Importance of min max game theory analysis helps in 
crime attack detection rate. This proposed MMGT-ANN makes it an overwhelming choice in crime attack with high 
intrusion detection accuracy of  94.2%, false rate of 0.4%, and occasional degree time complexity of up to 12 seconds. 
Intrusion detection proves detection as well as different methods. 
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