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A B S T R A C T  

The proposed work aims to develop a DDoS attack detection model that targets web servers by selecting 

the appropriate classifier based on several criteria and enhancing the accuracy. The detection system has 

been constructed using machine-learning algorithms to train and test the CIC-DDoS2019 dataset, and it 

is integrated with a stacked classifier to enhance accuracy. The classifiers depend on multiple criteria. 

For that, we employed the BWM to calculate the criteria weights and VIKOR to rank the classifiers, 

which are part of the MCDM methods. We consulted three experts to establish weights for the categories. 

Also, we utilized two methods to verify the results: objective validation and sensitivity analysis. BWM 

and VIKOR have effectively selected the most suitable classifier based on multiple criteria, making them 

one of the most appropriate choices. The BWM method achieved the highest weight of 0.2436 for the 

time criterion and 0.2302 for the accuracy criterion. VIKOR methods demonstrated that the SVM 

classifier proved more efficient and superior to other classifiers. It achieved 99.32% accuracy and a 

processing time of 9 seconds, making it suitable for use on high-priority websites, such as e-commerce 

platforms or state security websites. The stacked classifier can be applied to other projects where the time 

criterion is less critical, achieving a 99.57% accuracy enhancement in 143 seconds. Objective validation 

and sensitivity analysis confirmed the validity of the results, demonstrating that all scenarios consistently 

ranked the SVM as the highest among all classifiers, highlighting this classifier's remarkable ability to 

balance the criteria.

 
1. INTRODUCTION 

Distributed Denial of Service (DDoS) attacks have become a pervasive and disruptive threat in the digital landscape. DDoS 

attacks aim to overwhelm and incapacitate targeted systems, rendering them inaccessible to legitimate users. By flooding 

a network, website, or online service with overwhelming traffic or malicious requests, DDoS attacks disrupt normal 

operations, causing significant downtime, financial losses, and damage to an organization's reputation [1,2]. DDoS attacks 

come in multiple forms. Flood attacks, such as TCP SYN floods, overwhelm servers by forcing them to allocate significant 

resources to respond to many connection requests. Similarly, HTTP floods involve sending large volumes of HTTP 

requests, overloading servers, and preventing them from processing legitimate traffic. Amplification attacks exploit 

vulnerable network protocols to magnify the impact of an attack. For example, DNS amplification exploits DNS servers to 

direct excessive traffic toward a target, while NTP amplification leverages Network Time Protocol servers to amplify the 

attack. Lastly, application-layer attacks focus on disrupting specific services. HTTP/HTTPS Layer 7 attacks generate 

massive, forged requests to overwhelm the application layer, rendering the service unavailable to legitimate users. 

 

The decision-making process is considered one of the most complex challenges. Sometimes, the available alternatives are 

numerous, intertwined, and disparate, and the manager must carefully study them to make the best decision. The manager’s 

success is measured by their ability to make the appropriate decision at the right time and eliminate alternatives that do not 

yield benefits. For the project, multicriteria decision analysis (MCDA) is one of the most effective tools for aiding decision-

making [3-5]. The decision-making process involves considering multiple criteria to reach an informed conclusion. It 

begins with fixing criteria, where all significant impact factors are identified. Next, weights are assigned to each criterion 

based on their importance. After that, the influence of each factor on the criteria is analyzed. Data analysis follows if the 

decisions are made based on the collected information. Once all aspects are considered, a final decision is reached. The 
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process does not end there; continuous assessment is necessary to monitor results and evaluate the validity of the decision 

over time. 

Additionally, a decision matrix is often used, where rows represent alternatives and columns indicate criteria, aiding in a 

structured comparison of options. There are many types of MCDM: TOPSIS, AHP, and ANP, each with a different 

application. The applications are business, management, healthcare, and policy. 

 

The best-worst method (BWM) is a decision analysis approach used in performance improvement management and multi-

criteria decision-making (MCDM). We employ this method to evaluate and rank various alternatives based on a predefined 

set of criteria [6,7]. The implementation of the BWM follows a structured approach. It begins with establishing the criteria 

used to evaluate the alternatives. Next, alternatives are assessed based on these criteria using a predefined scale, which can 

be numerical or descriptive (e.g., “best,” “good,” “average,” “bad,” “worst”). After evaluation, the best and worst 

alternatives are identified, where the highest-rated alternative is considered the “best” and the lowest-rated one as the 

“worst.” The next step involves determining the weight of each criterion by calculating the evaluation difference between 

the best and worst alternatives, often using specific formulas. Once the weights are assigned, the final scores for each 

alternative are calculated by multiplying the corresponding criterion values by their respective weights. Finally, the 

alternatives are ranked based on their final scores, with the alternative scoring the highest being the most favourable choice. 

 

The VIKOR approach (ViseKriterijumska Optimizacija I Kompromisno Revenge) is one of the decision-making tools 

included. The development of this method specifically addressed the task of categorizing and rating alternatives, assessing 

them according to a set of criteria [8,9]. The VIKOR approach follows a systematic decision-making procedure. It begins 

with identifying the available alternatives and the criteria used for evaluation. Next, weights are assigned to each criterion 

based on their relative importance, which can be determined through expert judgment or opinion surveys. Once the weights 

are established, an assessment table is constructed, where each alternative is represented as a column, and the corresponding 

criteria values are placed in rows. The next step involves calculating the ideal distance by applying weights and preference 

scores to measure the difference between the values of each option. The total and negative values are computed, 

representing the overall evaluation of alternatives and their differences. The alternatives are then ranked based on these 

values, with the highest option indicating the most suitable choice. Finally, the results are analyzed to determine the most 

suitable intermediate solution among the alternatives [10]. We use the VIKOR method to identify optimal solutions and 

balance performance, cost, and risk. VIKOR enables balanced decision-making that considers the decision-maker's 

personal preferences and excels at handling advanced and fuzzy data. 

 

The problem of research is that Application-layer attacks are considered one of the types of distributed denial-of-service 

attacks (DDoS attacks), also known as Layer 7 attacks. They target the highest layer in the OSI model, the application 

layer, where communication occurs between software and end-users. The infected devices act as soldiers, executing 

commands from an attacker simultaneously. This attack exhausts the server's resources, preventing legitimate users from 

accessing it or making it invisible. Therefore, the danger of this type of attack remains significant, and eliminating it is a 

challenging task. 

 

The research gap and aim are that much research has appeared in this field. However, it has not directly shed light on 

choosing the appropriate classifier that relies on several criteria to detect DDoS attacks, and this is one of the priorities of 

this paper. In addition to improving the detection accuracy for the classifiers, this work aims to develop an effective method 

for detecting the impact of DDoS attacks targeting web servers. 

 

This work is motivated by many institutions, companies, and websites affiliated with state security that continue to suffer 

from DDoS attacks. Until now, artificial intelligence algorithms have not been classified based on several criteria. 

Algorithm X, which has high accuracy, cannot be relied upon entirely, as its effectiveness depends on multiple factors, 

including accuracy and time, rather than just accuracy itself. 

 

2. Related Work 

Akinwale et al. (2024) presented "A Regenerative Model for Mitigating Attacks on HTTP Servers for Mobile Wireless 

Networks", which focuses on the strength of the HTTP protocol. The CICIDS2017 dataset and techniques such as SMOTE, 

random sampling, random dropout, and principal component analysis were used. Akinwale et al. (HReg) demonstrated a 

robust definition against SQL injection and DoS attacks, enhancing mobile network security. However, researchers have 

highlighted the need for real-world data to evaluate model performance. They also recommend firewalls and continuous 

monitoring to ensure long-term reliability in network environments [11]. 
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Dogra and Taqdir (2024), in their work "Enhancing Detection of Distributed Denial of Service Attacks and Network 

Elasticity through Packet Processing and Frequency Range Optimization," employed random forest algorithms to analyze 

network traffic and optimize frequency ranges. Their group-based approach significantly reduces packet rates, improving 

network elasticity and resistance to DDoS attacks. However, the effectiveness of their model decreased with more complex 

attack patterns, which remain underexplored. The authors recommend further testing in diverse network settings to increase 

adaptability and reliability [12]. 

 

Tedyyana et al. (2024) developed "Automated Learning for Network Defense: Real-Time Detection of DDoS Attacks with 

Telegram Notifications," which achieved 99.77% accuracy and an F1 score of 98.70% when DT, SVM, and neural networks 

were trained on the CICIDS2018 dataset. Integrating a Telegram-based notification system for real-time alerts enhances its 

practical application; however, reliance on Telegram limits integration with other notification protocols. The study 

recommends retraining the model with new attack data to adapt to evolving environments [13]. 

 

Bindu et al. (2024), in their study "Detection of DDoS Attacks in SDN Networks Using Machine Learning," utilized 

machine learning algorithms such as random forests, k-nearest neighbours, decision trees (DT), and logistic regression 

(LR) to analyze network traffic. The authors demonstrated that combining software-defined networking (SDN) with 

machine learning provides an effective method for detecting and mitigating DDoS attacks. Although the study emphasizes 

the significance of cooperative cybersecurity frameworks, it lacks real-time application, potentially limiting its utility 

during active attacks. The authors recommend further research into advanced machine-learning techniques to enhance 

detection capabilities in cooperative security networks [14]. 

 

Layeq et al. 2024 examined the application of Edge-IIoT networks and SMOTE for training ensemble learning models. 

They utilized hard voting, soft voting, and stacking techniques to improve detection rates for DDoS attacks in Edge-IIoT 

environments. However, class imbalance may affect model accuracy in real-world environments. Layeq et al. recommend 

addressing class imbalance issues and exploring broader IoT security challenges in future work [15]. 

 

Khedr et al. (2023). “A multi-layer DDoS Attack Detection and Mitigation Framework Using Machine Learning for 

Stateful SDN-Based IoT Networks” Dataset: Cloud traffic dataset collected from a primary cloud service provider. 

Algorithms: Support Vector Machines (SVM), Long Short-Term Memory (LSTM). Conclusion: The authors concluded 

that their machine learning-based approach effectively detected and mitigated DDoS attacks in cloud networks. SVM 

models were more effective at differentiating between regular and attack traffic; however, LSTM models could detect 

temporal patterns in network traffic more quickly, enabling earlier detection of attacks. Recommendations: For further 

research, the authors recommend exploring ensemble learning algorithms to improve detection. They also suggest adding 

real-time threat intelligence feeds and building adaptive defence mechanisms. Future Work: The authors aim to investigate 

explainable AI models to better understand the features that lead to attacks. They also emphasized the need for continuous 

research, as DDoS attack methods constantly evolve [16]. 

 

Wang & Li. (2024). “Overview of DDoS Attack Detection in Software-Defined Networks”. Dataset: Custom dataset 

generated through software-defined network (SDN) testbed. Algorithms: Clustering-based anomaly detection, Random 

Forest (RF) classification. Conclusion: The authors assert that machine learning and behavioural analysis effectively detect 

DDoS attacks with SDN environments. The clustering-based anomaly detection method helped them identify when 

networks were not behaving normally, while RF classification accurately categorized attack traffic. Recommendations: 

The authors aim to experiment with deep learning models, such as recurrent neural networks (RNNs) or graph neural 

networks (GNNs), to capture more complex relationships in network data. Future Work: Conduct experiments with real-

world SDNs; develop defences that can adjust on the fly as new attacks hit [17]. 

 

3. Methodology  

Figure 1 illustrates the key components of this work. 
 



 

 

1112 Mahmood et al, Mesopotamian Journal of Cybersecurity Vol.5, No.3, 1109–1121 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Proposed Model block diagram 

Fig. 1. This work used the CiC-DDoS2019 dataset for the detection phase. The dataset is available at 
https://www.unb.ca/cic/datasets/ddos-2019.html. See Fig. 1. Regarding data preprocessing, CIC-DDoS2019 may contain 
errors, missing values, outliers, and other issues that need to be addressed before data analysis or modeling can be conducted 
successfully. Five machine learning (ML) algorithms- decision tree (DT), support vector machine (SVM), logistic regression 
(LR), naive Bayes (NB), and k-nearest neighbour (KNN) with the stacked classifier (SC) were used to train and test the CiC-
DDoS2019 dataset. Stacked classification (SC) is an ensemble technique that utilizes the results of multiple classifiers as 
input for a meta-classifier to make the final classification decision. The evaluation matrix was used to rate the detection work 
based on several key measurements: accuracy (ACC), precision (PREC), recall (REC), F1-score (F1), and execution time 
(T). We trained and examined the datasets using the Python classifiers and determined the corresponding criteria values [18, 
19]. 

 

The decision matrix comprises two primary components: criteria and alternatives. The alternatives are the evaluation 
algorithms (DT, SVM, LR, NB, KNN, and SC), and the criteria are ACC, PREC, REC, F1, and T. Table 1 provides a simple 
description of the decision matrix [20]. 

TABLE.I :THE DECISION MATRIX 

Alternatives 
Criteria 

ACC PREC REC Fl  T 

DT ACC (1) PREC (1) REC (1) F1 (1) T (1) 

SVM ACC (2) PREC (2) REC (2) F1 (2) T (2) 

LR ---- ---- ---- ---- ---- 

NB ---- ---- ---- ---- ---- 

KNN ---- ---- ---- ---- ---- 

SC ACC (n) PREC (n) REC (n) F1 (n) T (n) 
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3.1 Benchmarking and Evaluation by Integrating BWM with VIKOR  

The evaluation and benchmarking methodologies are based on MCDM techniques. This study formulates its strategy by 
combining BWM for assigning criteria weights and VIKOR for model ranking. Through this integration, the best option can 
be selected from several models. The literature analysis on MCDM techniques highlights BWM and VIKOR as suitable 
methods for benchmarking and ranking multiclass classification models. We suggest using the VIKOR mathematical model 
to address specific issues, such as managing multiple evaluation criteria within the proposed decision matrix. We further 
utilize BWM to assign weights to the criteria, thereby addressing the significance of each criterion in the proposed decision 
matrix. Therefore, the practical integration of BWM and VIKOR methods is justified for benchmarking multiclass 
classification models and determining their rankings. 

 
3.1.1 BWM Method (Calculate Criteria Weights) 

The Best-Worst Method (BWM) is a multi-criteria decision-making technique that involves determining the best and worst 
criteria (see Fig.1) within a set and then calculating the weights for each criterion based on these comparisons [21,22]. We 
asked three experts with a long history in cybersecurity to assign weights to the criteria, and they did so by completing a 
form as in Table 2. 

                              TABLE II: SAMPLE FORM FOR WEIGHT EVALUATION (BWM METHOD) 

Expert 1 Criterion 1 Criterion 2 Criterion 3 Criterion 4 Criterion 5 

Names of Criteria ACC PREC REC F1 Time 

Select the Best Criterion name     

Select the Worst Criterion name     

Best to Others ACC PREC REC F1 Time 

Criterion name Expert 1 
(Value 1) 

Expert 1 (Value 2) Expert 1 (Value 3) Expert 1 
(Value 4) 

Expert 1 (Value 5) 

Others to the Worst Criterion name     

ACC Expert 1 (Value 1)     

PREC Expert 1 (Value 2)     

REC Expert 1 (Value 3)     

F1 Expert 1 (Value 4)     

Time Expert 1 (Value 5)     

Weights ACC weight PREC weight REC weight F1 weight Time weight 

 

3.1.2 VIKOR Method (Model Ranking)  

The VIKOR method is beneficial when dealing with conflicting criteria and the need for compromise solutions. It, in turn, 
provides a systematic approach to classifying alternatives during decision-making, encompassing several key criteria. Based 
on the average weights obtained from the experts using the BWM method (see Fig.1) and the machine learning results that 
extracted the criterion values, the rank of each classifier, as determined by the VIKOR method, is presented in Table 3. 

TABLE III: VIKOR RANKING 

Classifier Name Rank Value 

DT X 

SVM X 

LR X 

NB X 

KNN X 

SC X 
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99.57% 99.46% 99.45% 99.45%

143.50%

ACC % PREC % REC % F1 % Time (sec)

143 

4. Results 

 

Fig. 2. ML algorithms results 

In Fig. 2, the SVM classifier performed superior to the other five individual classifiers. Its results were notable, with an ACC 
of 99.32%. Compared to the different classifiers, the SVM classifier's supremacy highlights the dataset's underlying linear 
nature. It is concluded that the linear support vector classifier can define clear boundaries between different classes using 
linear methodologies, making it an optimal choice for addressing this challenge. Conversely, the NB classifier displayed the 
least robust performance of 76.22% ACC. The suboptimal performance of the NB classifier, which originated from 
probabilistic foundations, accentuates its incompatibility with the prevalent problem context. 

We utilized the ensemble stacked classifier to enhance the overall detection performance, as demonstrated in Table 4 and 
Fig.3. Combining multiple classifiers yields better results than using them individually. The (DT+SVM+LR+KNN) stacked 
classifier performed remarkably well, outperforming single-based classifiers and other ensemble configurations with a 
remarkable 99.57% ACC. Fig.3 displays the stacked classifier's ACC, PREC, REC, F1, and T for the combination 
(DT+SVM+LR+KNN). 

 

                TABLE IV.:Stacked classifiers’ accuracy                                                                

  

 

 

 

 

 

 

 

 

 

 

 

 

The implementation time for the combination of (DT + SVM + LR + KNN) was 143sec, which is considered relatively long 
compared with the rest of the classifier implementation times (Fig.3), and this conflicts with one of the interests of this work, 
in which the time factor is important for eliminating the attack as quickly as possible. In Table 4, all the mentioned values 
except the value of "DT+SVM+LR+KNN" are less than the accuracy value of the SVM classifier (99.32%), so the work 
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relies only on the value of the stacked classifier "DT+SVM+LR+KNN", and there is no need for the remaining classifiers 
because their accuracy is less than the accuracy of the SVM; of course, their implementation time is larger than the SVM 
implementation time 9sec (Fig.2), which is due to the integration of more than one classifier.  
                                    

4.1 Qualitative and Quantitative Analysis of The Algorithms Results 

Through qualitative analysis, the Stacking Classifier (SC) algorithm achieved the highest accuracy but suffered from a very 
slow execution, making it suitable for non-time-sensitive applications. The SVM algorithm demonstrated high performance 
and an excellent balance between accuracy and speed, making it ideal for sensitive applications such as cybersecurity. 
Logistic Regression (LR) provides good performance with easy interpretation and is suitable for cases requiring clear 
statistical analysis. KNN is a fast and efficient algorithm with good accuracy and is suitable for real-time systems. Decision 
Tree (DT) is easy to understand but average in performance and is used when transparency is required. In contrast, Naive 
Bayes (NB) is the fastest in execution but the weakest in accuracy and is suitable for applications that prioritize speed over 
performance, such as initial classification Table 5 illustrates this analysis. 
 

TABLE V: QUALITATIVE ANALYSIS OF THE ALGORITHMS 

Algorithm Advantages Disadvantages Most Suitable Use Case 

SC (Stacking 

Classifier) 

Highest accuracy among all 

algorithms 

Very slow (long execution 

time) 

Applications requiring 

maximum accuracy without time 

constraints 

SVM (Support 

Vector Machine) 

Very high accuracy, stable 

performance 

Requires moderate 

computational resources 

Accuracy-critical systems such 

as cybersecurity 

LR (Logistic 

Regression) 

Strong performance, 

mathematically 

interpretable 

Less effective with non-linear 

data 

Applications requiring 

interpretable models 

KNN (K-Nearest 

Neighbors) 

Fast, good accuracy, easy 

to implement 

Sensitive to the number of 

neighbors, slows with large 

data 

Real-time systems and medium-

sized applications 

DT (Decision 

Tree) 

Easy to understand and 

interpret, transparent 

Moderate performance, prone 

to overfitting 

Educational use and applications 

needing decision transparency 

NB (Naive Bayes) Fastest in execution, very 

simple 

Weakest accuracy, based on 

unrealistic assumptions 

Preliminary classification or 

speed-prioritized scenarios 

 
The summary of the quantitative analysis can be shown in Table 6. 

 
TABLE VI: QUANTITATIVE EVALUATION TO THE ALGORITHMS RESULTS 

Algorithm Performance (Accuracy) Time Efficiency Overall Balance 

SC Best performance Very slow Excellent but time-inefficient 

SVM Very high performance Acceptable time (9 sec) Best balance between accuracy and speed 

LR Very close to SVM Slightly slower (12 sec) Very good 

KNN Very good Fastest Suitable for real-time systems 

DT Moderate performance Slow (15 sec) Below average 

NB Weakest performance Very fast Not recommended due to poor accuracy 
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4.2 Building the Decision Matrix 

The classifiers represent the alternatives based on the detection results, and ACC, PREC, REC, F1, and T represent the 

criteria (Table 7). We will use this matrix later to find the results of the BWM and VIKOR methods. 

  
TABLE VII: THE DECISION MATRIX 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
4.3 BWM Results 

We asked three experts to employ their ideas and years of experience in benchmarking and establish the weights for the 

criteria. Table 8 shows the BWM result of expert 1. We note that this expert took T as the best to others and gave it the 

highest importance (1), and F1 is considered the worst to the others. 

 
TABLE VIII: WEIGHT EVALUATION FOR EXPERT 1 (BWM METHOD) 

Expert 1 

Names of Criteria ACC PREC REC F1 TIME 

Best Criterion T         

Worst Criterion F1         

Best to Others ACC PREC REC F1 TIME 

T 2 2 3 5 1 

Others to the Worst F1         

ACC 4         

PREC 4         

REC 3         

F1 1         

TIME 5         

Weights 0.2307 0.2001 0.1554 0.15385 0.2599 

 

Table 9 shows how to obtain the average weight by adding the criteria weights for each expert and dividing the result by 

the number of experts. 

 
TABLE IX: BWM AVERAGE WEIGHTS 

  ACC PREC REC F1 Time 

Expert1 0.2307 0.2001 0.1554 0.15385 0.2599 

Expert2 0.2400 0.2201 0.1701 0.1389 0.2309 

Expert3 0.2200 0.2147 0.1650 0.1602 0.2401 

Average Weight 0.2302 0.2116 0.1635 0.1509 0.2436 
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4.4 VIKOR Results 

The VIKOR method ranks classification algorithms for DDoS detection based on various criteria. The VIKOR results are 

presented in Table 10, indicating that the SVM algorithm achieved the best rank among the other algorithms. This algorithm 

is the most suitable for our work (DDoS attack detection) because it offers high accuracy and a short execution time 

compared to other algorithms. The SC was ranked fifth, although its detection accuracy was high. Increasing accuracy does 

not necessarily mean that the concept of high accuracy alone is not correct in such work, as this SC with high accuracy can 

be used in work in which the time factor is not important. 

TABLE X: ALGORITHM RANKING RESULTS 

Algorithm Rank 

SVM 1 

LR 2 

KNN 3 

DT 4 

SC 5 

NB 6 

 
4.5 Qualitative and Quantitative Analysis of VIKOR Results 

Quantitative Analysis: VIKOR results showed that the SVM algorithm ranked first due to its high balance of accuracy, 
performance, and acceptable execution time, followed by Logistic Regression, which came in second due to its strong 
performance and ease of implementation. KNN came in third due to its good accuracy and speed, although it was not the 
best in terms of overall performance. Decision Tree came in fourth due to its clarity and relative speed compared to more 
complex algorithms. In contrast, SC came in fifth, despite its highest accuracy, due to its very long execution time, which 
negatively impacted its ranking. Finally, Naive Bayes came in sixth and last due to its poor overall performance, despite its 
speed. 

Qualitative Analysis: VIKOR's ranking reflects a practical evaluation that reinforces the previous qualitative results. The 
SVM algorithm came in first place due to its ability to provide high accuracy with good speed, making it the most suitable 
for real-world applications. Logistic Regression came in second place due to its ease of interpretation and efficiency, while 
KNN was a suitable choice for real-time systems that require rapid response. Decision Tree, despite its simplicity, came in 
the middle due to its modest performance, but it remains suitable for environments that require transparency. SC lagged 
behind in the ranking despite its superior accuracy, indicating that execution time significantly impacts its practical usability. 
Naive Bayes remained last because it does not achieve an acceptable balance between speed and accuracy, limiting its use 
in certain scenarios. 

4.6 Interpreting Algorithmic Performance 

Data interpretation reveals that while accuracy is often the primary metric in model evaluation, relying on it alone can be 
misleading in real-world distributed denial-of-service (DDoS) detection scenarios where response time is critical. The study 
results were interpreted by combining quantitative and qualitative analysis using the BWM and VIKOR methods, providing 
a deeper understanding of the performance of DDoS detection algorithms from multiple perspectives. The results showed 
that the SVM algorithm offered the best balance between high accuracy (99.32%) and low execution time (9 seconds), 
making it an ideal choice for systems that require a fast and reliable response, such as e-commerce platforms or security-
sensitive websites. In contrast, the compact classifier (SC) achieved the highest accuracy (99.57%) but suffered from a long 
execution time (143 seconds), making it only suitable for non-time-sensitive environments. When analyzing the algorithm 
rankings using VIKOR, SVM was found to be at the top of all scenarios, enhancing the reliability of its results under varying 
weights and criteria. Both sensitive analysis and objective validation confirmed these results, with SVM maintaining the lead 
while NB ranked last in all cases, demonstrating its poor overall performance despite its speed. This multidimensional 
evaluation reflects the practical balance between efficiency, accuracy, and speed, and enhances the credibility of selecting 
the most appropriate algorithm based on the requirements of the target system. 
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Figure 4: Interpretation of the algorithmic performance 

The analytical Figure 4 illustrates three key aspects for interpreting algorithmic performance: 
 
Graph 1 (Accuracy vs. Execution Time): It shows that the SVM algorithm achieves an ideal balance between high accuracy 
(99.32%) and short execution time (9 seconds). In contrast, although the SC algorithm achieves the highest accuracy 
(99.57%), its execution time is very long (143 seconds), limiting its use in time-sensitive systems. 
 
Graph 2 (VIKOR Ranking): SVM ranks first in the evaluation using the VIKOR method, strengthening its credibility as the 
best choice. NB ranks last despite its faster execution, due to its poor overall performance. 
 
Graph 3 (Combined Performance Index: Accuracy divided by Time): This graph shows that SVM has the highest relative 
performance value (accuracy/time), highlighting its effective balance. In contrast, SC, despite its high accuracy, lags behind 
SVM due to its slowness. 
 

 

Figure 5: The correlation matrix between accuracy, execution time, VIKOR, and performance index  

Figure 5 shows the relationship between the basic variables of this work or the correlation matrix between the key variables 
used in evaluating the performance of DDoS detection algorithms: accuracy, execution time, VIKOR ranking, and 
performance index (accuracy divided by time). The matrix reveals a strong inverse relationship between performance index 
and VIKOR ranking, meaning that as performance increases (i.e., higher accuracy and lower time), the VIKOR ranking 
decreases, which is a positive indicator. A negative relationship also exists between execution time and performance index, 
indicating that increasing time negatively impacts the algorithm's efficiency. Furthermore, there is a clear direct relationship 
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between execution time and VIKOR ranking, indicating that slower algorithms often receive lower rankings in the 
evaluation, reinforcing the importance of time when selecting the most appropriate algorithm for time-sensitive systems. 

4.7 Validation 
Below, we describe two ways to confirm the validity of the obtained results. 

4.7.1 Objective Validation  

This step validates our work. We divided the classifiers into two groups: Group 1 (DT, SVM, and LR) and Group 2 (NB, 

KNN, and SC). We calculated the average and variance of each group. We verified that the average and variance of Group 

1 were less than those of Group 2, which gives validity to the obtained results. This result is shown in Table 11. 

 
TABLE XI: OBJECTIVE VALIDATION RESULTS 

Algorithms Average  Variance 

Group 1 DT, SVM, LR 0.018222 0.008112 

Group 2 SC, KNN, NB 0.070314 0.037497 

 

4.7.2 Sensitivity Analysis  

      

 
 

Figure 6. Sensitivity Analysis 

 

The rank for each scenario and the rank of the proposed solution were calculated, and all of them gave rank 1 to the SVM 

classifier, as in Fig.6. This indicates that it is the most suitable for repelling this type of attack with high accuracy and 

record time. Also, everyone again agreed to give the NB classifier a rank of 6, which is the lowest, indicating that it is 

unsuitable for this work. 

 
BWM and VIKOR have effectively selected the most suitable classifiers based on multiple criteria, making them the most 
appropriate options in this field. Stacked classifiers have the highest accuracy due to their ability to integrate or utilize various 
models from each classifier. The SVM classifier is more efficient and superior to the rest due to its short execution time and 
high accuracy. It is beneficial for high-priority websites, such as those of significant e-commerce and financial companies, 
or pages related to state security. For other pages where time is not a critical factor, we developed the stacked classifier, 
which can achieve high accuracy at the expense of time. 
 
Conclusion 

Much research has been conducted in detecting DDoS attacks; however, selecting the appropriate classifier for the current 

work is not straightforward, particularly when multiple criteria are involved. It cannot be said that this algorithm has high 

accuracy so that it will be chosen, and the current work requires fast results. Therefore, the contribution of this research was 
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to enhance, benchmark, and evaluate (choose the best among a group of classifiers). We achieved this by utilizing multiple 

classifiers that identify a distributed denial-of-service attack based on various criteria, including accuracy, F1 score, 

precision, recall, and time. The results obtained from the BWM and VIKOR methods demonstrated that the SVM algorithm 

was superior and more suitable for the current work because it has an outstanding balance between its criteria. 

 

Objective validation divided the classifiers into two groups. We calculated the average and variance for each group and 

found that the SVM classifier, with the lowest variance and average, outperformed the others. Sensitivity Analysis also 

yielded the lowest rank for the SVM classifier in all ranking scenarios, indicating that it is superior to the rest. This ranking 

represents the benchmarking aspect of this work, which aims to select the most suitable classifier for the current study. 

 

Another notable achievement of this work was the development of a stacked classifier, which has demonstrated that 

combining these algorithms (DT, SVM, LR, and KNN) yields the best results with high accuracy, achieving a rate of 99.57%. 

Therefore, this represents the enhancement of accuracy in this work. 
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