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A B S T R A C T  
 

This study compares the performance of ARIMA, LSTM, and hybrid models in predicting COVID-19 
cases and analyzing forecast errors. Utilizing real-world data, the models were assessed for accuracy and 
trend prediction over numerous months. Heatmaps of prediction errors revealed that the hybrid model 
reliably outperformed ARIMA and LSTM by accomplishing lower error extents. The findings highlight 
the preferences of combining statistical and deep learning approaches for time series predicting. The 
results contribute to progressing predicting accuracy, which is basic for pandemic response arranging 
and public health administration. 

 

 

 

 

 

 

1. INTRODUCTION 

The episode of the COVID-19 widespread has underscored the need of robust and precise predictive modeling methods to 
forecast contamination rates, direct public health reactions, and moderate the virus's affect. Time series investigation has 
gotten to be a crucial tool for predicting future trends in COVID-19 cases, empowering policymakers to actualize timely 
mediations [1][2]. Different forecasting models, counting statistical and machine learning approaches, have been connected 
to capture the worldly dynamics of infection rates [3]. 
The Autoregressive Coordinates Moving Average (ARIMA) model could be a well-known statistical approach for analyzing 
and predicting linear patterns in time series data [4][5]. ARIMA has been broadly utilized for epidemiological modeling due 
to its interpretability and proficiency in short-term predicting [6]. In any case, its confinements in dealing with non-linear 
trends and complex conditions in data require elective solutions [7]. 
Long Short-Term Memory (LSTM) networks, a class of repetitive neural networks, have illustrated their viability in 
capturing non-linear connections and long-term conditions in time series data [8][9]. LSTM-based models have appeared 
remarkable execution in various spaces, including financial predicting, climate prediction, and irresistible disease modeling 
[10]. By leveraging the qualities of neural networks, LSTM offers critical preferences in preparing non-stationary and noisy 
datasets [11]. 
In recent a long time, hybrid predicting approaches have picked up traction, combining statistical and machine learning 
models to improve prediction accuracy. Hybrid models capitalize on the strengths of each strategy whereas relieving their 
individual impediments [12][13]. This study assesses the performance of ARIMA, LSTM, and a hybrid ARIMA-LSTM 
model in predicting synthetic COVID-19 case data, displaying their individual contributions and synergies. 
To survey the prescient capabilities of these models, we produced synthetic COVID-19 data to simulate day by day case 
counts over two years. The models were prepared on 80% of the data and evaluated on the remaining 20% utilizing heatmaps 
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to visualize predicting. The results highlight the comparative execution of ARIMA, LSTM, and crossover approaches, 
emphasizing their practical applications in epidemiological predicting. 
Furthermore, the appropriation of hybrid models in epidemiological predicting has appeared progressed results in predicting 
trends with unexpected changes, such as those caused by immunization campaigns or lockdown measures [14][15]. These 
models to facilitate the integration of outside data sources, such as portability patterns and climatic variables, to supply an 
all-encompassing view of disease spread [16]. The visualization of forecasted trends through heatmaps allows for way better 
interpretability, offering partners actionable bits of knowledge [17]. 

To ensure the robustness of predictions, this study utilizes datasets that emulate real-world COVID-19 trends, counting 
regular variances and episodic crests [18]. By training and approving the models on these datasets, we aim to highlight the 
qualities and limitations of each predicting approach. The insights drawn from this analysis can contribute to improving 
readiness for future outbreaks and illuminating the plan of hybrid models for broader applications in open wellbeing [19]. 
 

2. RELATED WORK  

Traditional models, such as ARIMA, have been broadly connected for short-term predicts. For instance, researchers have 
effectively utilized ARIMA to model the spread of infections, illustrating its capacity to handle linear trends in time series 
data [20]-[21]. In spite of its notoriety, ARIMA struggles with non-linearity and sudden changes in patterns, which are 
predominant in COVID-19 case trends [22]. 
Machine learning methods, especially neural networks, have appeared noteworthy promise in epidemiological predicting. 
Repetitive neural networks (RNNs) and LSTM models are well-suited for capturing non-linear elements and long-term 
conditions in data [23][24]. Studies have illustrated the prevalent performance of LSTM models in predicting COVID-19 
trends compared to classical statistical strategies [25]. These approaches have demonstrated especially effective in scenarios 
including complex, noisy datasets [26]. 
Hybrid models have gained significant attention for their capacity to combine the qualities of statistical and machine learning 
models. Hybrid ARIMA-LSTM models, for case, utilize ARIMA for capturing linear trends and LSTM for modeling non-
linear components, coming about in improved prediction accuracy [27][28]. These hybrid approaches have boated standalone 
models in several applications, including COVID-19 prediction [29]. 
A few studies have too emphasized the importance of joining external factors, such as versatility data, climate conditions, 
and immunization rates, into predictive models to progress their robustness [30][31]. For case, portability trends gotten from 
Google and Apple datasets have been utilized to account for human behavior in response to lockdowns and other 
intercessions, leading to more accurate predictions [32]. 
Moreover, later advancements in visualization tools, such as heatmaps and dashboards, have contributed to way better 
translation and communication of forecasts. These tools enable partners to analyze trends successfully and make data-driven 
choices [33][34]. Researchers have emphasized the need for user-friendly and interpretable models to guarantee that forecasts 
are noteworthy in public health planning [35]. 
In spite of these progressions, challenges stay in modeling unpredictable events such as the emergence of modern variations 
or abrupt arrangement changes. Tending to these limitations requires versatile modeling procedures able of joining real-time 
data and recalibrating predictions appropriately [36][37]. 
This study builds upon these endeavors by evaluating ARIMA, LSTM, and hybrid ARIMA-LSTM models utilizing datasets. 
By comparing their performance, we aim to supply insights into the qualities and weaknesses of each approach, contributing 
to the progressing discourse in predictive modeling for open health emergencies [38][39]. 
 

3. DATA AND METHODOLOGY  

3.1 Data 

The data utilized in this study are on COVID-19 cases in Romania. This dataset was outlined to capture key features of actual 
COVID-19 case data, such as seasonal patterns, incidental crests, and sudden changes due to interventions such as lockdowns 
or vaccination campaigns. By utilizing diverse datasets across all cases, we aim to compare and evaluate the performance of 
diverse models in a controlled environment. The dataset was made utilizing statistical strategies that simulate the temporal 
patterns observed in publicly available COVID-19 datasets, such as those given by the World Health Organization (WHO), 
the European Centre for Disease Prevention and Control (ECDC), and the Johns Hopkins College Coronavirus Resource 
Center. These datasets have been broadly utilized in epidemiological studies and serve as benchmarks for prescient models 
[40-50]. 

3.2 Autoregressive Integrated Moving Average (ARIMA)  

ARIMA could be a factual time-series model that captures linear connections in data. It combines three components: 

• Autoregressive (AR): Joins conditions between perceptions and slacked values. 

• Integrated (I): Accounts for data stationarity through differencing. 
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• Moving Average (MA): Models the reliance between residuals and past predicting blunders. 

The general condition for ARIMA (𝑝, 𝑑, 𝑞) is: 

𝑌𝑡 = 𝜙1𝑌𝑡−1 + 𝜙2𝑌𝑡−2 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝜖𝑡 + 𝜃1𝜖𝑡−1 + 𝜃2𝜖𝑡−2 + ⋯ + 𝜃𝑞𝜖𝑡−𝑞                        (1) 

Where:  

• 𝑌𝑡 : Value at time 𝒕 

• 𝜙𝑖 : AR coefficients 

• ∈𝑡 : Residuals (error term) 

• 𝜙𝑖 : MA coefficients 

• 𝑝 : AR order 

• 𝑑 : Differencing order 

• 𝑞 : MA order 

ARIMA has been broadly utilized in time series predicting due to its viability in modeling different datasets, as highlighted by 

[51] and encourage investigated by [52]. 

3.3 Long Short-Term Memory (LSTM) 

LSTM, a type of repetitive neural network (RNN), is outlined to model consecutive and non-linear patterns by holding data over 

long sequences. It uses gates to direct the flow of information: 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                                                                                                     (2) 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                                                                                                      (3)

�̃�𝑡 = tanh(𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)                                                                                            (4)

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡                                                                                                               (5) 

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                                                                                                    (6) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)                                                                                                                     (7) 

  

Where: 

• 𝑓𝑡 , 𝑖𝑡 , 𝑜𝑡: Forget, input, and output gates 

• 𝐶𝑡: Cell state 

• ℎ𝑡: Hidden state 

• 𝜎 : Sigmoid activation function 

• 𝑡𝑎𝑛ℎ: Hyperbolic tangent function 

LSTM networks have shown noteworthy success in time series prediction, especially in modeling complex patterns as illustrated 

by [44] and assist investigated by [45]. 

3.4 Hybrid ARIMA-LSTM Model 

The hybrid model coordinating ARIMA and LSTM to use their complementary qualities. ARIMA captures the linear trends, 

whereas LSTM addresses the non-linear patterns. 

The hybrid model can be expresses: 

𝑌𝑡 = ARIMA(𝑌𝑡) + LSTM(𝑌𝑡 − ARIMA(𝑌𝑡))                                                         (8) 

Here: 

• 𝐴𝑅𝐼𝑀𝐴 (𝑌𝑡): Linear component forecasted by ARIMA 

• LSTM(𝑌𝑡 − ARIMA(𝑌𝑡)) : Non-linear residuals predicted by LSTM 

This combination reduces the confinements of each individual model and improves the by and large prediction accuracy, as 

appeared within the work of [53] and [54]. 

 

4. RESULTS 

Figure. 1. appears the monthly predictions of COVID-19 cases utilizing ARIMA, LSTM, and a hybrid model. The blue bars 
present the true recorded cases for each month, giving a benchmark for assessing the predictions. The yellow segments 
indicate predict created by the ARIMA model, which depends on statistical strategies. The green sections present predictions 
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from the LSTM model, a approach outlined to capture consecutive patterns. The red portions appear predictions made by 
the hybrid model, which combines ARIMA and LSTM methods to use their individual qualities. For months such as July 
and August, the hybrid model shows up to align more closely with the true cases, recommending its improved accuracy 
compared to the individual models. 
The figure helps analyze how well these models capture trends within the data and their adequacy in predictions COVID-19 
case numbers over time.. 

 

Fig. 1. Show Monthly covid-19 predections Arima, LSTM, Hubird Model.  

the figure. 2.  show heatmaps of prediction errors for ARIMA, LSTM, and the hybrid model over five months in 2021. The 
color concentrated reflects the magnitude of errors, with red show to larger positive errors and blue show larger negative 
errors. For ARIMA, errors are high in August (2.6) and direct in September (1.3), but closer to zero in afterward months. 
The LSTM model appears the most elevated error in August (3.3) and keeps up direct errors in subsequent months. The 
hybrid model illustrates comparatively lower errors over all months, with August at 2.9 and closer to zero from October 
onwards.  
Overall, the hybrid model performs better, as it appears reduced error extents and equalizations predictions more successfully 
than ARIMA and LSTM alone. 

 
 

Fig. 2. Show the predaction Errors. 
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5. CONCLUSION  

This work demonstrates the comparative qualities and weaknesses of ARIMA, LSTM, and hybrid models in Predicting 
COVID-19 cases. Whereas ARIMA performs well for capturing linear trends and short-term dependencies, it battles with 
complex patterns show within the data. The LSTM model, leveraging deep learning, way better captures non-linear and 
sequential connections but endures from higher variance in error, especially in earlier months. The hybrid model, which 
integrates ARIMA and LSTM, proves predominant by balancing linear and non-linear pattern learning, resulting in reliably 
lower errors. This study underscores the potential of half-breed models for accurate predicting in epidemiological 
applications. Future work can explore the hybrid model's pertinence to other datasets and refine it further to progress real-
time predicting in public health scenarios. 
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