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ABSTRACT

Arabic, known for its rich morphological and syntactic
complexity, poses significant challenges for natural
language processing technologies. This study presents a
comparative evaluation of two artificial intelligence tools,
ChatGPT and Cloude, in their abilities to parse Arabic
sentences accurately. Five sentences embodying diverse
linguistic features were selected, and the parsing outputs
were evaluated by three Arabic language experts. The
results revealed a clear performance gap, with Cloude
outperforming ChatGPT in overall accuracy (72.9% vs.
33.3%). Cloude excelled in handling morphological
complexities and basic syntactic relationships but
encountered difficulties with highly idiomatic expressions
and ambiguous constructions. Conversely, ChatGPT
struggled with complex morphology and long-distance
dependencies. The findings highlight the importance of
developing specialized Arabic language processing tools
while acknowledging the potential of general-purpose
language models with further fine-tuning.
Recommendations include incorporating domain-specific
knowledge, leveraging transfer learning, and exploring
ensemble approaches to enhance the accuracy and
robustness of Al-based Arabic parsing systems.
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1. INTRODUCTION

The Arabic language, with its rich heritage and widespread use, presents unique challenges for natural language processing
(NLP) technologies. As one of the world's major languages, spoken by millions across the globe, the ability to effectively
process and analyze Arabic text is of significant importance in various domains, including machine translation, information
retrieval, and sentiment analysis [1].

Avrabic is characterized by a complex morphological system, where words are derived from root forms through intricate
patterns of affixation and stem modifications. Furthermore, the language exhibits a highly inflectional nature, with nouns,
adjectives, and verbs undergoing changes based on gender, number, case, and definiteness. These linguistic features,
coupled with the prevalence of ambiguity and context-dependence, pose substantial obstacles for computational models
designed to parse and comprehend Arabic text accurately [2, 3].

Recent advancements in artificial intelligence (Al) and deep learning have led to the development of powerful language
models capable of tackling complex NLP tasks. However, the performance of these models in handling Arabic's unique
linguistic properties remains an area of active research and evaluation [4, 5].

The objective of this study is to conduct a comparative assessment of two state-of-the-art Al tools, ChatGPT and Cloude,
in their abilities to parse and analyze Arabic sentences accurately. By examining their respective strengths and weaknesses
across a diverse set of sentences, this research aims to provide valuable insights into the current capabilities and limitations
of these tools in the context of Arabic language processing.

Parsing, the process of analyzing the grammatical structure of a sentence, is a fundamental task in NLP and serves as a
crucial step towards higher-level language understanding. Accurately identifying the parts of speech, syntactic
relationships, and grammatical roles within a sentence is essential for downstream applications such as machine translation,
sentiment analysis, and information extraction.

By evaluating the parsing performance of ChatGPT and Cloude on carefully selected Arabic sentences, this study seeks to
answer the following research questions:

e How accurately can ChatGPT and Cloude parse Arabic sentences exhibiting various linguistic features, such as
complex morphology, syntactic ambiguity, and context-dependence?

e What are the strengths and weaknesses of each tool concerning specific aspects of Arabic grammar and syntax?

¢ How do the parsing capabilities of these Al tools compare to human expert evaluations?

The findings of this research have important implications for the development and improvement of Arabic NLP
technologies, as well as for understanding the current state-of-the-art in Al-based language processing for highly
inflectional and morphologically rich languages like Arabic.

2. RELATED WORK

Natural language processing (NLP) for the Arabic language has been an active area of research due to the unique challenges
posed by its complex morphological, syntactic, and semantic properties. Researchers have explored various approaches
and techniques to tackle Arabic language processing tasks, including parsing, machine translation, and information
extraction [1].

One of the earliest efforts in Arabic parsing dates back to the 1980s, with the development of rule-based systems that relied
on hand-crafted grammars and lexicons [1, 6]. These systems employed linguistic rules and constraints to analyze the
syntactic structure of Arabic sentences. While they achieved reasonable accuracy on certain linguistic constructs, their
coverage was limited, and they struggled to handle the inherent ambiguity and variability present in natural language.

With the advent of statistical and machine learning techniques, data-driven approaches gained prominence in Arabic NLP.
Researchers explored methods such as statistical parsing [7], which learn syntactic patterns from annotated corpora, and
transition-based parsing [8], which models the parsing process as a sequence of shift-reduce actions.
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In recent years, the field has been revolutionized by the advent of deep learning and neural network-based models. These
models, such as Long Short-Term Memory (LSTM) networks [9] and Transformer-based architectures [10], have
demonstrated remarkable performance in various Arabic NLP tasks, including parsing, by effectively capturing long-range
dependencies and learning complex linguistic patterns from large datasets.

Several studies have focused specifically on evaluating and comparing the performance of different Arabic parsing
systems.[11] conducted a comprehensive evaluation of several statistical and rule-based parsers, highlighting the strengths
and weaknesses of each approach. More recently, [12]compared the performance of several state-of-the-art neural parsers
on a diverse set of Arabic treebanks, providing insights into the challenges posed by different linguistic phenomena.

Despite these advancements, the parsing of Arabic sentences remains a challenging task, particularly when dealing with
complex linguistic constructs, such as idiomatic expressions, long-distance dependencies, and dialectal variations.
Furthermore, the availability of high-quality annotated data for training and evaluation remains a bottleneck in the
development of robust Arabic parsing systems.

The present study aims to contribute to this body of research by providing a comparative evaluation of two cutting-edge
Al tools, ChatGPT and Cloude, in their abilities to parse and analyze Arabic sentences accurately. By focusing on a diverse
set of sentences encompassing various linguistic features, this research seeks to identify the strengths and limitations of
these tools, paving the way for future improvements and advancements in Arabic language processing.

3. METHODOLOGY

A. Selection of Al Tools: ChatGPT and Cloude

For this comparative study, we selected two prominent Al tools known for their natural language processing capabilities:
ChatGPT and Cloude. ChatGPT is a large language model developed by Anthropic, trained on a vast corpus of text data
using advanced machine learning techniques. Cloude, on the other hand, ChatGPT is an Al-based tool, developed by
openAi company.

These two tools were chosen for their state-of-the-art performance in language understanding and analysis tasks, as well as
their potential applicability to Arabic language processing.

B. Sentence Selection Criteria

To evaluate the parsing capabilities of ChatGPT and Cloude, we curated a set of five Arabic sentences that encompassed a
range of linguistic features and complexities. The selection criteria for these sentences were as follows:

Diverse Linguistic Features The sentences were chosen to represent various aspects of Arabic grammar and syntax,
including:

e Morphological complexity (e.g., broken plurals, derivational patterns)

e  Syntactic ambiguity (e.g., multiple possible interpretations)

e Idiomatic expressions and figurative language

e Long-distance dependencies and embedded clauses

e Varying Levels of Complexity The sentences ranged from relatively simple constructions to highly complex ones,
in order to assess the tools' abilities to handle different levels of linguistic intricacy. The selected sentences shown
in table 1.
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TABLE I. SELECTED SENTENCES

Parsing using chatgpt Parsing using cloude sentences No.
Sl AT Cad 1
AT e 5 aUall Lacall and y Aade 5 £ 5 e nle Jab 1"Cb" Sl e e ale Jeb 1) Aol

oAl e 5 aUal dacall axdy Aade 5§ 5 je Joldmaaal | ady oAl e 5 jaUal) dacall dad ) Adle 5 £ 5 ge Jolb 23]
Jelal sl ) Taliae () 50 g oladVl Sda) 9 e s I cilime
AT e 5 aUal) dacall dxdy dadle 5 %y yme and A% 301" oadia
Bl o Adle s "M el Cioas s sne ul LA
oAl e s allall

Sl 435 olasll 28 2
o AT e 5 alall deall ey Aadle 5 § 5 ga el Jai MY | 000 e e Jelill g ool Cada e e ol Jai cgh
A AT e b yalall deall 4nd, Adle 5 )5 mas s "aleall il
Jpasa " M\}»J&J‘_AcB)u\w\wjhk}éﬁffidﬁ;“ﬁ.gj" "Mwﬁgé"aﬁﬁqugﬁh:u”y}};;éﬂ;
AT e 5 yallall daall and ) Lodle s BLAYL ja Jae (8 i Jedlie a3
AT e s jaUal) Laall iy Aadle 5 o gamia 4y Jsnie "l | o AT Lo b jalall 5 sl o ya adle 5 DU 5 yae ansl saladll
n)ﬁ&)ﬁum)mdpmlj‘u}ﬂluh‘;s‘;\ufiﬂ@j
el
A Jsrie Cual Jaa (A e Jaalie jranaie
Sl sallall daidll auai dadle 5 o saia (3l J}ﬂA:M,,ii‘
" Cag" Jadll el e g5 oAl

GRS o [ 3

Dsonas Dl s sl o e e s el " ke (5" 0 508 i sdae (alata sy s taley a3l

s el
Dsomas Ciliaa s s Jedll agl) 3 gy 3 adl ) sl M | o AT e 5 Ul 5 sl 5 Aadle 5 ellly 5 yae sl sl
Lo g de shye Ay e qd) dae b 0sSdl o e Tgudia Bha a2 I | 58Ul 5 sl o ya Adle 5 5 a0 4] il AIAY) Jadl -l
AT e s allall dall Lead ool e
LMo 5 Ao by a5 e g Jae 8 O sSall o dine Agadie Aiim "an M | 5l L ya Adle 5 ALYl 5 )5 yae Jlad Al Gdea a5
AT e s alall el Lead Al e s allall

AT e 5oallall Aaall dxd ) Adle g 5 e Jeli "L " | o AT e 5 jallall Racall 4xd, Aadle 5 E b e Jeld AN T 4

s a2,

23T e 5 alal Zaall dad ) adle 5 o guaia 4y Jsade "AY3, "
JREM PRGN VR

AT e 3 pallal) dacall dad ) Aadle 5 38 ) jaan "3RG "

Lgnd, Adle s e g ye A 5 e 0 ) Jae (b auall e diive Bgaiia A 1122006,
o AT e 5 Ul dacsl

Wdle s de g se by e @) Jae (b pl) e dine dgadio Aia 15807,
La Al e b jalal) daall Lgad

PEESL

3 aldall daall 4ad ) Adle 3 & palte 4 ia -3, "
ool D 3 Paa ssa A
Al

il s Y14,
_b)';IL_AcE_)ALH\MN Z \MJQA)\GJ@) JYPVGY :":;A5_ "

ot e ) Jaa 8l e e Agadie dia 11 ATIG.
La AT e 5 Ul Aaall Lead ) Aadle g de 5 ja

s e gy Jae bl e dsie dgatio dia ;3 7,
Al e s jalal) dacall Lead; Aadle 5 de by

RN ERE]
el




Aljanabi, Mesopotamian journal of Arabic language studies Vol.2024, 16-23

el gy e b ol e (e @) pana 1"UIL s g dae (B il o (e uaiie para U e
e gy Jas 3 Jsnm g pann 153012, " i ) e O Sall e ise Jpe3a o2
(ST span) Jolb ad ) Jae 8 el o Sise e Jad 15153, " bl Y e il il e s ale Jud 1 R
oAl e 5 aUal Aaall dxd y Aade 5§ 550 Jold " 22 Y14, " | 4y e AT e s Ul auall 4xd y Aade 5 b 5e el 22Y)
slaa
BN PN :"‘_,j}S. " )
BN |

,b)&h_gsEﬁw\m\w)hk}\;}ahﬂd}m;”;#j&" ]
5 allall 3 sl oy dadle 5" M sallCa a5y aul 100l
Ol M5 MU ilaall g ey Jsrdas Jeliy iale Jad e (0sS5 Aleall (1Y) "B Jadll g Jpria ga 5 cilaa a5 AT e
42 Jpnially Jeldll Jyea 51

(ke glad dad Alen yally i s Tie (o 435S Alenlld
MM oAl i s e 4y Al sria s g 8 pe aleld

Alex (o sans Loy MG Toiaall S0 5 130 g sl i 5
O sl Aln Aled

C. Evaluation Process

Expert Evaluators To ensure a rigorous and reliable evaluation, we enlisted the expertise of three Arabic language experts
with extensive knowledge and experience in Arabic grammar and linguistics. These evaluators were responsible for
assessing the accuracy of the parsing results produced by ChatGPT and Cloude.

Evaluation Criteria and Scoring System A comprehensive evaluation rubric was developed to assess the parsing
performance of the Al tools. The rubric covered various aspects of Arabic grammar, including:

¢ ldentification of parts of speech (nouns, verbs, adjectives, etc.)

e Recognition of syntactic relationships (subject, object, modifiers, etc.)
e Analysis of case markings and inflectional patterns

e Handling of idiomatic expressions and figurative language

Each aspect was assigned a weight based on its relative importance, and a scoring system was established to quantify the
accuracy of the parsing results. The evaluators independently scored the outputs of both ChatGPT and Cloude for each
sentence, providing detailed comments and feedback.

The evaluation process involved the following steps:

1. The selected sentences were provided to both ChatGPT and Cloude for parsing.

2. The parsing outputs were collected and anonymized to ensure unbiased evaluation.

3. The expert evaluators independently assessed the parsing results using the established rubric and scoring system.

4. Discrepancies in the evaluators' scores were discussed, and a consensus was reached through moderated
discussions.

5. The final scores and feedback were compiled and analyzed to compare the performance of ChatGPT and Cloude.

This rigorous evaluation methodology aimed to provide a comprehensive and objective assessment of the Al tools' parsing
capabilities, while accounting for the inherent complexities and nuances of the Arabic language.

4. RESULTS AND ANALYSIS
A. Parsing Performance of ChatGPT

ChatGPT demonstrated robust performance in several aspects of Arabic parsing, particularly in identifying parts of speech
and basic syntactic relationships. Its ability to handle morphological variations, such as case markings and plural formations,
was generally accurate for simpler constructions. However, ChatGPT encountered challenges when faced with more
complex linguistic phenomena, including idiomatic expressions, long-distance dependencies, and syntactic ambiguities.
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B. Evaluation Scores by Experts

1. Parsing Performance of ChatGPT

The expert evaluators assigned the following scores to ChatGPT's parsing performance:
Expert 1: 46%

Expert 2: 32%

Expert 3: 22%

The average score across all experts for ChatGPT was 33.3%.

2. Parsing Performance of Cloude

Cloude exhibited a more robust understanding of the language's intricacies. It excelled at handling morphological
complexities, accurately identifying case markings, broken plurals, and derivational patterns. Cloude also demonstrated a
strong grasp of syntactic relationships, particularly in simpler sentences. However, it occasionally struggled with idiomatic
expressions and highly ambiguous constructions.

The expert evaluators assigned the following scores to Cloude's parsing performance:
Expert 1: 74%

Expert 2: 72%

Expert 3: 72.6%

The average score across all experts for Cloude was 72.9%.

C. Comparative Analysis of ChatGPT and Cloude

The evaluation results clearly indicate that Cloude outperformed ChatGPT in parsing Arabic sentences accurately. Cloude
achieved an average score of 72.9%, significantly higher than ChatGPT's average score of 33.3%. While both tools exhibited
strengths in certain areas, they also demonstrated distinct error patterns. ChatGPT's errors were more pronounced in the
analysis of complex morphological features, idiomatic expressions, and long-distance dependencies. Cloude, on the other
hand, struggled more with highly ambiguous constructions and figurative language, albeit to a lesser extent than ChatGPT.

we analyzed their parsing accuracy on specific linguistic features present in the sentences:

a. Morphological Complexity Cloude demonstrated a clear advantage in handling morphological complexities,
accurately identifying case markings, broken plurals, and derivational patterns. ChatGPT, while capable of
recognizing basic morphological variations, often struggled with more intricate forms.

b. Syntactic Ambiguity Both tools encountered difficulties with sentences exhibiting syntactic ambiguity, where
multiple interpretations were possible. However, Cloude's performance was generally better, potentially due to its
ability to leverage contextual cues and linguistic constraints specific to Arabic.

c. Idiomatic Expressions and Figurative Language ChatGPT exhibited significant challenges in parsing idiomatic
expressions and figurative language, often failing to recognize their non-literal meanings. Cloude, while performing
better in this aspect, still encountered some errors when dealing with highly idiomatic or metaphorical constructions.

d. Long-distance Dependencies and Embedded Clauses Sentences with long-distance dependencies and embedded
clauses posed challenges for both tools. However, Cloude's performance was generally more consistent, suggesting
a better ability to capture long-range relationships and handle complex syntactic structures.

D. Discussion of Findings

The results of this study highlight the importance of developing specialized NLP tools and models tailored for the Arabic
language. While general-purpose language models like ChatGPT have made remarkable advances, they may not be
optimized for handling the unique complexities of Arabic grammar and syntax. The superior performance of Cloude
underscores the potential benefits of dedicated Arabic language processing tools, which can leverage domain-specific
knowledge and linguistic constraints. Furthermore, the identified strengths and weaknesses of each tool provide valuable
insights for future research and development efforts. By addressing the limitations observed in this study, researchers and
developers can focus on improving the accuracy and robustness of Arabic parsing systems, ultimately enhancing the overall
quality of Arabic language processing applications.
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It is important to acknowledge several limitations of this study. First, the evaluation was conducted on a relatively small set
of sentences, which may not fully capture the breadth and diversity of Arabic linguistic constructions. Additionally, while
the expert evaluators were highly qualified, the evaluation process may have introduced some subjectivity and potential
biases. Another limitation lies in the static nature of the evaluation. As language models and parsing tools continue to evolve
and improve, their performance on the same set of sentences may change over time. Therefore, periodic re-evaluation and
benchmarking would be necessary to assess the most up-to-date capabilities of these Al tools.

Despite these limitations, the findings of this study provide a valuable snapshot of the current state-of-the-art in Al-based
Arabic parsing and contribute to the ongoing efforts in advancing Arabic language processing technologies.

5. CONCLUSION

This study presented a comparative evaluation of two prominent Al tools, ChatGPT and Cloude, in their abilities to
accurately parse and analyze Arabic sentences. The results revealed significant differences in their performance, with Cloude
outperforming ChatGPT in overall parsing accuracy.

Specifically, Cloude demonstrated superior capabilities in handling the morphological complexities of Arabic, accurately
identifying case markings, broken plurals, and derivational patterns. It also exhibited a stronger grasp of syntactic
relationships, particularly in simpler constructions. However, both tools encountered challenges when faced with highly
idiomatic expressions, figurative language, and ambiguous constructions.

The evaluation process, conducted by three expert Arabic linguists, provided a rigorous and objective assessment of the
parsing outputs. The average scores assigned to ChatGPT and Cloude were 33.3% and 72.9%, respectively, highlighting the
specialized nature of Cloude's Arabic language processing abilities.

Improvements to Al Parsing Tools Based on the findings of this study, several recommendations can be made to further
enhance the capabilities of Al parsing tools for Arabic:

a. Incorporate domain-specific knowledge: Integrating linguistic rules, constraints, and context-specific information
tailored to Arabic grammar and syntax could significantly improve parsing accuracy, particularly for complex
constructions and idiomatic expressions.

b. Leverage transfer learning and multi-task learning: Fine-tuning general-purpose language models like ChatGPT on
Arabic-specific datasets and tasks could potentially transfer knowledge and improve their performance on Arabic
parsing.

c. Explore ensemble and hybrid approaches: Combining the strengths of different parsing techniques, such as rule-
based systems and neural networks, could lead to more robust and accurate models.

While this study focused on parsing, evaluating the performance of Al tools on other Arabic language processing tasks, such
as machine translation, sentiment analysis, and information extraction, would provide a more comprehensive understanding
of their capabilities and limitations.

The Arabic language, with its rich linguistic heritage and complexities, presents significant challenges for natural language
processing technologies. This study has highlighted the importance of developing specialized tools and models tailored for
Arabic, while also acknowledging the potential of general-purpose language models with further fine-tuning and adaptation.

As Al technologies continue to advance, collaborative efforts between researchers, developers, and linguists will be crucial
in pushing the boundaries of Arabic language processing. By addressing the limitations identified in this study and
incorporating domain-specific knowledge, future iterations of Al parsing tools can achieve higher levels of accuracy and
robustness, paving the way for more effective and reliable Arabic language processing applications.
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