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ABSTRACT

The Holy Quran is of immense importance to many
societies due to the position that this book holds for Muslims
around the world and the religious teachings it contains. The
Holy Quran employs a high-standard Arabic language,
which requires analysis and simplification of expressions to
enhance comprehension and application of its teachings.
The digitization and combining of the Holy Quran with
computing operations have made it easier to discover the
vast amounts of information contained within its verses.
Using these applications, academics and erudite researchers
have successfully developed norms that govern the study of
Qur'anic knowledge, thus expanding the illustration of the
Quran. NLP is a well-known branch of study that has been
the subject of research for many years. The intrinsic
intricacy of this field has resulted in slower progress when
compared to other areas of inquiry. Furthermore, despite
having the most sophisticated syntax, structure, and verb
conjugation of all-natural languages, Arabic has received
comparatively little attention. As a result, there is an urgent
need for study in this area to aid in the discovery of inclusive
lexical knowledge. This research is concerned with the
parsing of holy Quranic sentences. A neural network was
used Consisting of two layers to training the token word
attribute depending on the neural network input words
characteristics. This research is based on a knowledge base
that consists of 160 features was used, and 26 features
related to the grammatical case were selected. The first
group comprised an entered dataset with 128,221 rows,
whereas the second group had 99.540 rows. We ran seven
different experiments within each group and achieved a
96% accuracy rate. This accuracy was reached by using a
training set size of 90,000 rows and a testing set size of
9,000 rows. Furthermore, we achieved 94% accuracy within
the broader dataset of 128,221 rows by employing a training
set size of 90,000 rows and a testing set size of 38,000 rows.
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1. INTRODUCTION

The Holy Quran is one of the most important books in the world, especially in the Islamic world, and contains a wealth of
knowledge from many other fields. For Muslims, an all-encompassing understanding of the Qur'an is crucial since,
combined with the Sunnah, it forms the foundation of the faith. Particular scientific efforts have been made in the field of
Qur'anic studies with the goal of interpreting its scientific components and reaping their benefits. The digitization and
combining of the Holy Quran with computing operations have made it easier to discover the vast amounts of information
contained within its verses. Using these applications, academics and erudite researchers have successfully developed norms
that govern the study of Qur'anic knowledge, thus expanding the illustration of the Qur'an [6]. NLP is a well-known branch
of study that has been the subject of research for many years. The intrinsic intricacy of this field has result-ed in slower
progress when compared to other areas of inquiry. Furthermore, despite having the most sophisticated syntax, structure,
and verb conjugation of all-natural languages, Arabic has received comparatively little attention. As a result, there is an
urgent need for study in this area to aid in the discovery of inclusive lexical knowledge [10]. The morphological aspects of
Arabic sentences and words defy the syntax and semantics of Arabic text, and the Arabic language is rich and considered
the most sophisticated of all languages. The sentence's intricacy is inherent in both its syntax and semantics. It also includes
a large number of vocabularies, such as synonyms, antonyms, and word roots used as nouns or verbs [8]. This level of
complexity has an impact on the ability to learn, analyze, and automate this language. Word roots combine with various
vowel forms to generate basic verbs and nouns. It can begin with sophisticated techniques in the grammatical derivation.
The Arabic Language Statement includes a variety of verb forms. Each verb's conjugation is determined by a variety of
criteria [9].

The remainder of the document is organized as follows: An illustration from the Related Works in Section 2. In Section 3,
the suggested model's theory is explained. Furthermore, the approach of the suggested model is explained in Section 4. The
experimental and findings discussion is highlighted in Part 5, the conclusions and future work are illustrated in Section 6,
and a list of references is produced in Section 7.

2. RELATED WORK

Bashir, Muhammad Huzaifa, et al. (2023) [1]. This paper surveys the different efforts in the field of Qur’anic NLP, serving
as a synthesized compendium of works (tools, data sets, approaches) covering the gamut from automated morpho-logical
analysis to correction of Qur’anic recitation via speech recognition. Mul-tiple approaches are discussed for several tasks,
where appropriate. Finally, we outline future research directions in this field. Alargrami, A. M.; Eljazzar, M. M. (2020) [2].
This research might be considered one of the first to provide an effi-cient distributed word representation model for several
NLP tasks in the Islamic domain. The Word Embedding Model and the algorithm built on top of it are implemented in the
Imam application, which allows users to ask the program to search for any data connected to the Islamic domain and
provide an answer. The information is taken from several sources (Maliks Muwataa, Musnad Ahmad Ibn-hanbal, Sahih
Muslim Hadith, Sahih Al-Bukhari, Sunan Al-darimi, and others). More than 90,000 documents (text blocks) from ten
different books were ob-tained. After numerous successive pipeline operations of data cleaning, preprocessing, and
normalization, the word2vec model was created using the skip-gram technique. Finally, the model was tested in various
ways, first using K-means clustering and then a nonlinear dimensionality reduction technique to represent the data in 2D
dimensions, and then using word similarity to test its capacity to understand the Quranic language. The tests clearly show
that the model can per-form well in a variety of NLP Arabic and Islamic tasks. Touati-Hamad Z et al. (2021) [3]. aim to
use deep learning algorithms to automatically authenticate the Quranic material layout. The Long Short-Term Memory
(LSTM) method was used in this study, and the findings obtained a test accuracy of 99.98% on a dataset constructed using
Tanzil website data. Khadhim, Sahira Alawi, and Hashim Wasi Chiad. (2022) [4]. These letters could have appeared at the
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beginning of a Quranic verse or anywhere else. The study solely looks at letters with the three diacritical markings (Fathah,
Dammah, and Kasrah) and includes the recipient for each reading. The study does not cover alternate readings of letters
that do not have the three diacritical markings. Biltawi, M., Awajan, A., and Tedmori, S. (2017) [11]. The paper provides
a complete introduction to lexical semantics using examples from the Arabic language, and then surveys the efforts of
schol-ars attempting to develop ontologies for the Arabic language. Naili, Marwa, Anja Habacha Chaibi, and Henda
Hajjami Benghezala. (2017) [12]. Word vector repre-sentations are extremely effective in a variety of natural language
processing tasks because they capture the semantic meaning of words. In this context, there are three recognized methods:
LSA, Word2Vec, and GloVe. In this research, these strategies will be examined in the context of topic segmentation for
both Arabic and English. Furthermore, Word2Vec is extensively investigated, utilizing various models and approximation
approaches. As a result, we discovered that LSA, Word2Vec, and GloVe are all language-dependent. Chaimae, A. Z. R. O.
U. M. A. H. L. I, José F. Aldana Montes, and Maciej Rybinski. Word2Vec provides the best word vector representation,
although it is dependent on the mod-el used. (2020) [13]. This paper describes the cleaning and pre-processing processes
used to create three different training datasets. We provide a full overview of the pro-cedures we took to generate 180
different word embedding models with Word2Vec and CBOW. We use a combination of extrinsic and intrinsic evaluation
approaches to assess the quality of word embeddings. The preliminary re-sults suggest that these models can generate
meaningful word embeddings despite the higher logical complexity of the Arabic language. We concluded that the source
of the training dataset has a considerable impact on the type of infor-mation acquired by the model. Furthermore, the
hyperparameters of the training architecture and the nature of an NLP task influence its accuracy Sabbeh, S.F.; Fasihuddin,
H.A. (2023) [14]. We compare classic and contextualized word embeddings in sentiment analysis.The four most prevalent
word embedding algorithms were used in both trained and pre-trained versions. The chosen embedding combines
traditional and contextualized techniques.Classical word embedding algorithms include GloVe, Word2vec, and Fast Text.
In contrast, ARBERT functions as a contextualized embedding model. Because word embedding is more typically used as
an input layer in deep networks, we selected the deep learning architectures BiLSTM and CNN for sentiment categorization.
To achieve these goals, the tests were run on several benchmark datasets, including HARD, Khooli, AJGT, ArSAS, and
ASTD.Finally, a comparative analysis was performed on the experimental model results.Our results.Our findings reveal
that the produced embedding using one technique outperforms the pretrained version of the same technique by 0.28 to 1.8%
accuracy, 0.33 to 2.17% precision, and 0.44 to 2% recall. Furthermore, the contextualized transformer based embedding
model BERT outperformed both pretrained and trained versions. Furthermore, the results suggest that BiLSTM
outperforms CNN by around 2% in three datasets: HARD, Khooli, and ArSAS, whereas CNN performed 2% better in two
smaller datasets: AJGT and ASTD. Yagi S., Elnagar A.,and Fareh S[15]. To validate the suggested benchmark, we created
a set of embedding models from various textual sources. Then we assessed them both intrinsically using the specified
benchmark and extrinsically with two natural language processing tasks: Arabic Named Entity Recognition and Text
Classification. The study concludes that the suggested benchmark accurately reflects this morphologically diverse language
and dis-criminates against word embeddings.

3. THEORY

One of the contributing elements to this diversity is a disagreement in grammatical laws, which results in discrepancies in
Quran parsing. For example, some people interpret specific words based on linguistic reasoning rather than the underlying
narrative. In the Quran, certain letters are treated differently, such as the disjointed letters (Mugat-ta‘at) at the beginning of
chapters (Surah) or those impacted by diacritical markings (Fathah, Dammah, Kasrah). As a result, these dis-parities in
parsing and grammatical orientations emerge [5].

3.1 Embedding

In machine learning, the idea of embedding refers to the conversion of categorical variables or text input into numerical
representations known as embeddings. These embeddings successfully capture the semantic meaning or relationships that
exist among the data pieces. When working with categorical variables like gender or job titles, embeddings help to represent
each category as a vector. These vectors are obtained by training on data, and it has been discovered that categories with
similar or related characteristics have similar vector representations. Text data, such as sentences or documents, uses
embeddings to encode the meaning of words or phrases. Each word in the text is represented by a fixed-length vector.
Words with similar semantic meanings tend to have equivalent vector representations. Embeddings for text data can be
pre-trained on large corpora using approaches such as Word2Vec, GloVe, or BERT, or they can be trained for a specific
job or domain. Embeddings are useful in machine learning because they may turn categorical or text input into a format
that machine learning algorithms can easily understand and process. They help algorithms under-stand patterns and
associations between data pieces and are widely used in activities such as natural language processing, recommender
systems, and sentiment analysis.
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4, METHODOLOGY
4.1 Dataset Collection

The data was taken from the website https://corpus.quran.com/ [16] and was modified and rearranged according to each
Arabic syllable in the word, and the number of rows became 128,221 rows for the first group and 99540 rows for the second

group.

4.2 Preprocessing

The data was taken and modified, and 26 different grammatical cases were taken, as shown in Table 1. especially the
parsing of verbs and nouns in terms of nominative, accusative, jussive, and genitive. And dividing the Holy Qur’an into
words according to the grammatical cases—26 different cases. Converting parsing cases into 160-bit codes to represent
each case. The database is divided into input and output, where the number of entries was 7 cases, and the output is the
next case (the eighth case), as shown in Fig. 1 shifting the states by one, meaning that the seven new states start from the
eighth state and the previous output state is added. It is an input to the new state and continues until the end of the data set

that showing in Fig 2.

TABLE I. CODING 26 PARSING CASES

LOCATION

FORM
2

(111:1) b p PREFIX|bi
(1:1:1:2)  somi N

STEM |POS:N |LEM:{som |ROOT:smw |M|GEN

{1:121) {l~ahi PN STEM|POS:PN|LEM:{IIah|ROOT:AIR|GEN

{:13:1) {l DET  PREFIX/Ak

(1:13:2) r~aHoma'1ADJ STEM |POS:ADI | LEM:r~aHoma'n |ROOT:rHm | MS | GEP ]

(111) {l DET  PREFIX|AM

(1:1:4:2) raHiymi ADI  STEM|POS:ADI|LEM:r2Hiym|ROOT:rim | MS|GEN

{1:21:] {lo DET  PREFIX|AM
(1:221:2) Hamodu N
(1221 i P PREFIX| P+

STEM|POS:N | LEM:Hamod [ROOT:Hmd | M NOM

PERF|ROOQT:

PRON:3

[3MP| SUFFIX POSN

MP

[M)|INDEF

NOM

oclololo|lo|la|la|o|o|s

olelalmlo|w|o|e e ls
oloe|lo|le|le|la|le|e|o|s

ole|lals|le|lae|o|s|o|s
olo|lo|lo|lo|la|lo|o|e|o
olelalo|lo|lalo|o | |o

olelaloslo|lo|lo|o | |s
ololalo|lo|la|lae|o|e|o

olslolo|lo|la|lo|o oo

olelo|lo|le|a|a]|d

TABLE I1. DISTRIBUTING THE DATA INTO SEVEN INPUTS AND ONE OUTPUT

-
e 2

| B2

Lul| aes

I 1

| o'@ss| a2
g 1

3| 42

I 1

Sas| 95

] 1

«J| as

5| 92

o 1

fmal"E | 138

JY 1

o'wss| a2

input

42

a2

o5

46
o2

138

42

a2

92
o2

42

a2

a5

46
92

138

42

a2

92

o2

o2

-
o P
1 42
42 1
1 95
95 1
1 46
46 a2
92 1
1 138
138 1
1 42
42 1
1 42
42 Q2
a2 a2
92 1
1 o2
o2 15
15 104

output

8

o5

a6
=%}

138

42

42

92

o2

92

15
104

[ =N e N T N N

ololo|o|o|a|a]|d
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4.3 Dataset Splitting

The dataset was entered into two groups: the first group has 128211 rows and is divided into training data and testing data,
with seven different divisions for the purpose of training and evaluating the model. The divisions were as in Fig. 3. The
second group has 99540 rows and is divided into training data and testing data, with seven different divisions for the
purpose of training and evaluating the model. These divisions were as in Fig. 4.

TABLE Ill. DIVISION FIRST GROUP 128211 ROWS

Experiment Code Training Rows Testing Rows
A 3000 1000
B 3000 125000
C 10000 3000
D 30000 10000
E 30000 98000
F 90000 38000

TABLE IV. DIVISION FIRST GROUP 99540 ROWS

Experiment code Training Rows Testing Rows
A 3000 1000
B 3000 96000
C 10000 3000
D 30000 10000
E 30000 69000
F 90000 9000

The data set is evaluated, and a different percentage is chosen for each training case of the model after selecting the cases
randomly. Training The model has two layers, where the first layer consists of a different set of nodes and the second layer
consists of 160 nodes for each case. Two types of training were used. The Holy Quran in its entirety.

4.4 Model Used

There were two sets of data used: the full Holy Qur'an (128,221 rows) and the entire Holy Qur'an without prepositions and
definiteness (99,540 rows). The model utilized for the two groups consisted of two layers of models. The accurate
calculation of the time spent in execution and the influence of these letters on the process of establishing accuracy in the
model requires taking into account both the time required for implementation and the impact of these letters on the model.
Specifically, we use the sequential model, which has two distinct levels. The first layer contains 16000 units and 1120
inputs and employs the ReLU activation algorithm. The second layer, on the other hand, contains 160 units and uses the
SoftMax activation algorithm. To compile the model, use the model Compile' function. Furthermore, we use the fit model
method for additional optimization and the model evaluate function to assess its performance. Finally, we save the model
as the last step.

5. EXPERIMENTS AND RESULTS

The experiments took several shapes, depending on the data entered and the number of units entered in the functions, as
well as the partition of the input data into training and testing the data; the results were obtained as shown in Fig. 5, Fig. 6,
Fig. 7 and Fig.8 show the results as well.
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TABLE V. RESULT WITH 128221 FOR 16000 NODES

Experiment code Accuracy Time
A 0.6903 80.4 S
B 0.6953 568 S
C 0.8663 268.9 S
D 0.9467 8438 S
E 0.9504 1176.3 S
F 0.9484 2648.8 S

TABLE VI. RESULT WITH 99540 ROWS FOR 16000 NODES

Experiment code Accuracy Time
A 0.6817 875S
B 0.6907 4545 S
C 0.8539 333.2S
D 0.9551 913.3S
E 0.9542 1087 S
F 0.9624 24318 S

128211 rows

16000 Nodes

568 268.9 843.8 1,176.3 2,648.8
@ @ L ] L ] L ]
! 94.6 95 94.8
: ® ° °
4 / v
) o g
80.
o...
69
..
A B e D E F

-e-Time -e-Accuracy

Fig. 1. Result chart for 128221 Rows



Ameen & Khidhir, Mesopotamian journal of Quran studies Vol.2024, 16-23

99540 rows
16000 Nodes
4545 3332 9133 1,087 24318
955 95.4 962
: 7 ° ®
875~ ol : /
= 85.
o
68.1 S
A B G D E F
o-Time -e-Accuracy

Fig .2. Result chart for 97957 Rows

6. CONCLUSION AND FUTURE WORK

We used two unique sets of datasets. The first group comprised an entered dataset with 128,221 rows, whereas the second
group had 99.540 rows. We ran seven different experiments within each group and achieved a 96% accuracy rate. This
accuracy was reached by using a training set size of 90,000 rows and a testing set size of 9,000 rows. Furthermore, we
achieved 94% accuracy within the broader dataset of 128,221 rows by employing a training set size of 90,000 rows and a
testing set size of 38,000 rows.
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