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A BSTRACT  
 
The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) outbreak that is causing 
coronavirus disease 2019 is being deemed a pandemic because of its quick spread around the globe.  
Because chest X-ray pictures have shown to be beneficial in monitoring a variety of lung disorders, they 
have recently been utilized to monitor COVID-19 disease. It takes time to manually analyze a lot of chest 
X-ray pictures. Several previous studies have suggested machine-learning (ML)-based techniques for 
COVID-19 detection from chest X-ray pictures as a solution to this issue. Though little effort has been 
made to use traditional machine learning (ML) methods, the majority of these investigations use deep 
learning (DL) based techniques.  Conventional ML-based algorithms will be favored for implementation 
if they can yield identical outcomes as DL-based methods. In this effort, we constructed four classic ML-
based models for COVID-19 identification, driven by the need to close the gap in the literature. The 
accuracy rates for the various classification models were as follows, according to the results: 93.4% for 
Support Vector Machine (SVM), 93.3% for Random Forest (RF), 90.5% for K-Nearest Neighbors 
(KNN), and 87.9% for Decision Tree (DT). The results of the study showed that machine learning-based 
algorithms can produce great results for COVID-19 identification by being refined and improved using 
several well-known data preparation approaches. 

 
 

1. INTRODUCTION  

Coronavirus disease 2019, also known as COVID-19, is an infectious condition that is brought on by the severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. The first case of COVID-19 was discovered in Wuhan, China in 
2019, and since then, it has quickly spread over the world, causing a pandemic that is currently affecting many different 
nations and areas [2]. Common COVID-19 symptoms include fever, coughing, and breathing difficulties. Additionally, 
some individuals may also experience loss of taste or smell, vomiting, diarrhea, sore throats, increased sputum output, and 
stomach pain [3]. According to information available as of April 24, 2023, the estimated death toll from COVID-19 has 
topped 6,860,023[4]. When someone sneezes or coughs, for example, respiratory droplets and close contact are common 
ways that COVID-19 spreads [5]. 
COVID-19 may spread by respiratory droplets, which are produced during regular breathing and through fomite 
transmission, which is the result of coming into touch with infected surfaces. For instance, touching the mucous membranes 
of the mouth, nose, or eyes after coming into contact with a contaminated surface could make it easier for the virus to enter 
the body [6]. This demonstrates how important it is to properly and often wash your hands. On surfaces, coronaviruses can 
live for several hours or even days [7]. The newly infected individual experienced symptoms on average 5.6 days after 
contact. Rarely, two days following exposure was all it took for symptoms to manifest. Most of those unhealthy individuals 
were already sick by day 14 [8]. Frequent hand washing, physical separation from others, particularly from those who are 
already infected, covering coughs and sneezes with tissues or inner elbows, and avoiding touching your face with unclean 
hands are common precautions against contracting COVID-19 [9].  The typical diagnostic technique for COVID-19 cases 
is Reverse Transcription Polymerase Chain Reaction (RRT-PCR) using a nasopharyngeal swab [10]. Moreover, a mix of 
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risk factors and symptoms may be used to diagnose the infection [11]. X-ray pictures aid in the diagnosis of swellings, 
swollen lymph nodes, pneumonia, and/or lung irritation. COVID-19 examination is another application for them [12]. On 
the other hand, it can take some time to analyze a lot of X-ray pictures. Additionally, many healthcare providers might not 
have experience detecting COVID-19 because it is a novel pandemic. Creating models based on machine learning may be 
one way to overcome these difficulties, since they can speed up the diagnosing process and lessen the workload for medical 
staff at this taxing time.  
 
2. LITERATURE REVIEW 
 
Using both conventional and deep learning methods, Mohammed et al. [13] presented an automatic prediction of COVID-
19 identification to distinguish between healthy and COVID-19 infected people in X-ray pictures. For classification, 
methods like k-nearest neighbor (k-NN), decision tree (DT), radial basis function (RBF), artificial neural network (ANN), 
support vector machine (SVM), linear kernel, and CN 2 rule motivator were employed. Objectives. Whereas ResNet50, 
Google Net, Mobile Nets V2, Darknet, and Exception are located. 
The collection is a sizable collection of X-ray data, with a focus on COVID-19 versus normal cases (400 healthy cases, 400 
Covid cases). It is now, as far as we know, the world's largest COVID-19 dataset and has the greatest number of X-ray 
images of confirmed COVID-19 cases. It is feasible to draw the conclusion that all models performed satisfactorily based 
on the experiment findings, with the deep learning models achieving an ideal accuracy of 98.8% in the ResNet50 model. In 
contrast, SVM and RBF demonstrated the highest results of 95% and 94% accuracy, respectively, in classical machine 
learning algorithms for coronavirus disease prediction in 2019. 
A pipeline for detecting COVID-19 infection using CXR images was provided by Singh et al. [14]. After extracting the 
features from the CXR images, the Hybrid Social Group Optimization method was used to choose the pertinent 
characteristics. A variety of classifiers were then employed to classify the CXR images based on the attributes that had been 
chosen. The suggested pipeline uses a support vector classifier to achieve 99.65% classification accuracy. 

 

3. MATERIALS AND METHODS  
Figure 1 shows the approach taken by this study to separate COVID-19 patients from other subjects using chest X-ray 
images. In the subsections below, each step depicted in the figure is described in detail.    
 

 
Fig.1.  Schematic diagram of the proposed methodology 
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3.1 Dataset collection 
 
The COVID-19 radiography database, 2022, is accessible to the public via the Kaggle platform. Under the direction 
of medical specialists, a team of researchers from the Universities of Qatar in Doha, Qatar, and Dhaka University 
in Bangladesh created this dataset. COVID-19 and Normal chest X-ray images are included in the dataset. At the 
time of the investigation, there were 3,616 COVID and 10,192 Normal samples in each of the aforementioned 
groups. 

 
Fig .2.  X-ray images were taken at different angles and locations 

 
Figure 2 illustrates how the X-ray images were taken at different angles and locations. They were all 299 by 299 pixels    in 
size. Because the results of this study were similar to those of other possible greater sizes, we enlarged the photos to 120 
by 120. It therefore helped to speed up the training and testing procedures. 
 
3.2 Image normalization and data splitting 
We conducted four trials, two of which included normalizing the picture data and the other two of which did not. By 
normalizing input data to have the same range and magnitude, machine learning algorithms can function more accurately 
and efficiently. We independently used Standard Scaling and Min-Max normalization, which are the two most often used 
normalization procedures. The values of min-max data range from 0 to 1. which is determined by applying the subsequent 
equation:       
                                            𝑀𝑖𝑛𝑀𝑎𝑥  =   !

"## 
																																																																																																																																																														(1) 

Z-score normalization, or standard scaling, is a technique that rescales input data to have a mean of 0 and a standard 
deviation of 1. Standard scaling is calculated as follows:   
                                            𝑍 − 𝑠𝑐𝑜𝑟𝑒	 = 		 (!&!!"#$)

!%&'
                                                                                                      (2) 

Every image was randomly divided into two sets, with a ratio of 80% training and 20% testing, as shown in Table 1. 
 
                                                   Table I. The number of instances used as the training and testing sets 

Class Label Training Testing 
Covid-19 2893 723 
Normal 8,153 2039 

 

3.3 PCA Overview 
Principal Component Analysis, or PCA for short, is a well-liked unsupervised learning method for dimensionality reduction 
in machine learning. It is a statistical technique that preserves the most crucial information from the original dataset while 
converting high-dimensional data into a lower-dimensional space. 
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3.4 PCA approach used in our study 
We used PCA twice in our study to achieve the objective of feature extraction. In order to improve the performance of 
machine learning algorithms, principal component analysis (PCA) finds a set of new variables known as principal 
components that are a linear combination of the original variables. We used Algorithms 1 and 2 to apply the PCA after 
splitting the data [15]. 

 
TABLE II. ALGORITHM OF FITTING PROCESS OF PCA 

 
 Input: Training instances: 𝑋() ∈ 𝑅*×, 
Output: Mean vector (𝜇) and eigenvectors (𝜉) 
Step1. Read 𝑋() 
Step2. Compute the mean vector: 𝜇 = -

*
∑*./- 𝑋.(), where 𝜇 ∈ 𝑅, 

Step3. Compute the covariance matrix: 𝐶 = 0!&(&12)0!&(&12
*&-

, where 𝐶 ∈
𝑅,×, 

Step4. Compute the eigenvalues (𝜆) and eigenvectors (𝜉) from 𝐶 matrix 
Step5. Sort the eigenvectors 𝜉-, 𝜉", … , 𝜉, according to their corresponding 

eigenvalues, such that 𝜆- ≥ 	𝜆" ≥ ⋯ ≥ 𝜆, ≥ 0 

                                       
                                                                   

TABLE III.   ALGORITHM OF TRANSFORMING PROCESS OF PCA  
 
 
 
 
 
 
 
 
Our methodology ends with the prediction procedure, which we carried out using four classifiers that we had previously 
trained and fed, either with or without PCA data. These classifiers consist of KNN, SVM, DT, and RF. 
 
3.5 Machine Learning Classification  
In many fields, machine learning has become a vital tool for resolving challenging issues. Applying machine learning 
approaches to real-world issues has become simpler with the availability of machine learning packages like scikit-learn 
[16]. There are many classification algorithms that are available in the literature, in the following subsection we will 
mention those algorithms that are used in our study. K-NEEREST NEIGHBOURS (K-NN) ,Support Vector Machine 
(SVM),Decision tree Random Forest Classifier. 

3.6 Evaluation Metrics 
 Numerous evaluation measures generated from the confusion matrix were employed to assess the effectiveness, 
advantages, and disadvantages of our suggested models. The following formula provides the metrics that are used: 
accuracy, sensitivity, specificity, and F1-score. 
The ratio of accurately predicted samples by the model to all tested samples is known as accuracy. The percentage of 
accurately anticipated positive results among all actual positive samples is known as sensitivity. The fraction of accurately 
predicted normal samples among all actual normal samples is known as specificity. The fraction of genuine positive 
predictions out of all positive predictions is measured by precision, while the fraction of true positive predictions out of all 
actual positive instances in the data is measured by recall. The F1-Score is computed as the harmonic mean of precision 
and recall. Refer to equations below. 

Input:  µ, ξ, k (number of desired components), and instances to be 
transformed: X ∈ R3×4 

Output: Transformed instances (Z) 

Step1. Read µ, ξ, k, and X 

Step2. Select the top k eigenvectors: F = ξ[: , : k] 

Step3. Transform X to principal components: Z = (X − µ)F, where 
Z ∈ R3×5 
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where the number of successfully predicted samples is represented by TP and TN. In the meantime, the number of wrongly 
predicted samples is represented by FP and FN. 
 
4. RESULTS AND DISCUSSION   
Python was the programming language we used to implement the suggested models on a Windows 11 machine equipped 
with an Intel(R) Core (TM) i5-8300H CPU running at 2.30GHz, 2304 Mhz, and 16 GB of RAM. 

4.1 Hyper parameters 
After conducting numerous experiments, we opted to mostly adhere to the default settings listed in table 2 and table 3 and 
not experiment too much with the hyper parameters. 

TABLE IV.  THE HYPER PARAMETERS USED FOR EACH CLASSIFICATION MODEL 

Classification models Hyper Parameters Parameter Values 
Decision tree Criterion            Entropy 
Random Forest Default ∅ 
K-Nearest Neighbors N_neighbors             8 
Support Vector Machine Default ∅ 

4.2 Confusion Matrix 
The forecast outcomes of a certain classification method are summarized in this matrix. Its easy-to-observe confusion points 
in the model are the source of its name. That is, assigning a different class label to some samples. The best confusion matrix 
results from all four classifiers are displayed in Figure 3. As we can see, the DT model has the highest number of 
misclassified samples (182 samples were misclassified as positive and 178 as negative). SVM, on the other hand, has the 
least incorrectly categorized samples; 115 instances were incorrectly labeled as normal, while 67 cases were incorrectly 
identified as COVID-19.112 instances were incorrectly classified by KNN as COVID-19, and 151 cases as Normal. 
Ultimately, with only 45 cases of COVID-19 misclassified, RF has performed exceptionally well. 
The following math formula calculates the Error Rate for each algorithm: 

𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 = )(𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)5/(𝑇𝑜𝑡𝑎𝑙𝐶𝑎𝑠𝑒𝑠)                                                               (3) 
 

SVM = 6.5%, RF = 6.6%, KNN = 9.5%, and finally DT = 13.0%. The imaging similarities between COVID-19 and normal 
samples, along with the misalignment and non-frontal perspective of some of these samples, may have contributed to the 
misdiagnosis. Each image should be resized from 299 to 120 to avoid losing any features and to complicate prediction. 
Given SVM's low misclassification rates, it's reasonable to conclude that SVM, the suggested model, produced the best 
results overall. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵 × 𝟏𝟎𝟎	(%) 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚(𝑻𝒓𝒖𝒆𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝑹𝒂𝒕𝒆) =
𝑻𝑷

𝑻𝑷 + 𝑭𝑵 × 𝟏𝟎𝟎(%) 

𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚	(𝑻𝒓𝒖𝒆	𝑵𝒆𝒈𝒂𝒊𝒕𝒊𝒗𝒆	𝑹𝒂𝒕𝒆) =
𝑻𝑵

𝑻𝑵 + 𝑭𝑷 × 𝟏𝟎𝟎	
(%) 

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏	 = 	
𝑻𝑷

𝑻𝑷 + 𝑭𝑷 × 𝟏𝟎𝟎	
(%) 

𝒓𝒆𝒄𝒂𝒍𝒍	 = 	
𝑻𝑷

𝑻𝑷 + 𝑭𝑵 × 𝟏𝟎𝟎	(%) 

𝑭𝟏 − 𝒔𝒄𝒐𝒓𝒆	 = 	𝟐	 ∗ 	
𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏	 ∗ 	𝒓𝒆𝒄𝒂𝒍𝒍
𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏	 + 	𝒓𝒆𝒄𝒂𝒍𝒍 × 𝟏𝟎𝟎	

(%) 
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Fig .3. Confusion matrix for SVM, RF, KNN and DT 

Out of all the confusion matrices, Figure 3 displays the top four outcomes. When SVM is normalized using the conventional 
scaler procedure and PCA is done, at least 95% of the variation in the original data may be explained by the primary 
components that were kept. The Min Max Algorithm was utilized to normalize DT and KNN. 

TABLE V.   RESULTS OF THE FOUR CLASSIFIERS USED FOR COVID-19 DETECTION UNDER FOUR DIFFERENT EXPERIMENTS  

ID Model Type of Data Accuracy Sensitivity Specificity F1-
Score 

1 Support 
Vector 
Machine 

Ra
w      
Data 

91.6% 77.5% 96.6% 91.4% 

2 Support 
Vector 
Machine 

Standard Scaled 
Data 

93.3% 83.7% 96.8% 93.3% 

3 Support 
Vector 
Machine 

Minmax Data 91.7% 78.1% 96.6% 91.5% 

4 Support 
Vector 
Machine 

Raw & PCA95 93.1% 82.3% 96.9% 93.0% 

5 Support 
Vector 
Machine 

Raw & PCA90 92.6% 80.7% 96.9% 92.5% 

6 Support 
Vector 
Machine 

Raw & PCA85 90.7% 77.1% 95.6% 90.6% 

7 Support 
Vector 
Machine 

Standard Scale 
& PCA95 

93.4% 84.1% 96.7% 93.3% 

8 Support 
Vector 
Machine 

Standard Scale 
& PCA90 

93.1% 83.4% 96.5% 93.0% 

9 Support 
Vector 
Machine 

Standard Scale 
& PCA85 

92.4% 81.8% 96.1% 92.3% 

10 Support 
Vector 
Machine 

Minmax & 
PCA95 

93.1% 82.3% 96.9% 93.0% 
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11 Support 
Vector 
Machine 

Minmax & 
PCA90 

92.6% 81.0% 96.7% 92.5% 

12 Support 
Vector 
Machine 

Minmax & 
PCA85 

90.8% 77.0% 95.7% 90.6% 

13 Random 
Forest 

Raw Data 93.3% 80.4% 97.8% 93.1% 

 
14 

Random 
Forest 
Random 
Forest 

 
Standard Scaled 
data 

 
93.1% 

 
79.7% 

 
97.8% 

 
92.9% 

15 Random 
Forest 

Minmax Data 93.2% 79.9% 98.0% 93.1% 

16 Random 
Forest 

Raw & PCA95 83.7% 40.7% 99.1% 81.3% 

 
 
17 

 
 
Random 
Forest 

 
 
Raw & PCA90 

 
 
87.5% 

 
 
57.7% 

 
 
98.1% 

 
 
86.5% 

18 Random 
Forest 

Raw & PCA85 88.0% 64.3% 96.4% 87.4% 

19 Random 
Forest 

Standard Scale 
& PCA95 

84.1% 43.0% 98.7% 81.9% 

20 Random 
Forest 

Standard Scale 
& PCA90 

87.8% 60.8% 97.4% 87.0% 

21 Random 
Forest 

Standard Scale 
& PCA85 

88.5% 65.1% 96.9% 87.9% 

22 Random 
Forest 

Minmax & 
PCA95 

84.6% 44.4% 99.0% 82.6% 

23 Random 
Forest 

Minmax & 
PCA90 

86.8% 56.1% 97.7% 85.7% 

24 Random 
Forest 

Minmax & 
PCA85 

87.7% 62.6% 96.6% 87.0% 

25 K-
Nearest 
Neighbor
s 

Raw Data 90.2% 79.7% 93.9% 90.1% 

26 K-
Nearest 
Neighbor
s 

Standard Scaled 
Data 

90.4% 79.2% 94.4% 90.3% 

27 K-
Nearest 
Neighbor
s 

Minmax Data 90.2% 80.4% 93.7% 90.2% 

28 K-
Nearest 
Neighbor
s 

Raw & PCA95 90.4% 79.0% 94.4% 90.3% 

29 K-
Nearest 
Neighbor
s 

Raw & PCA90 90.2% 77.7% 94.7% 90.1% 

30 K-
Nearest 

Raw & PCA85 89.5% 75.9% 94.4% 89.3% 
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Neighbor
s 

31 K-
Nearest 
Neighbor
s 

Standard Scale 
& PCA95 

90.4% 77.9% 94.8% 90.3% 

32 K-
Nearest 
Neighbor
s 

Standard Scale 
& PCA90 

90.5% 77.8% 95.0% 90.3% 

33 K-
Nearest 
Neighbor
s 

Standard Scale 
& PCA85 

90.4% 77.7% 94.9% 90.2% 

34 K-
Nearest 
Neighbor
s 

Minmax & 
PCA95 

90.5% 79.2% 94.5% 90.4% 

35 K-
Nearest 
Neighbor
s 

Minmax & 
PCA90 

90.4% 77.8% 94.8% 90.2% 

36 K-
Nearest 
Neighbor
s 

Minmax & 
PCA85 

89.6% 76.0% 94.5% 89.5% 

37 Decision 
Tree 

Raw Data 87.5% 76.1% 91.6% 87.5% 

38 Decision 
Tree 

Standard Scaled 
Data 

87.4% 76.0% 91.5% 87.4% 

39 Decision 
Tree 

Minmax Data 87.9% 75.9% 92.2% 87.9% 

40 Decision 
Tree 

Raw & PCA95 80.3% 62.2% 86.8% 80.3% 

41 Decision 
Tree 

Raw & PCA90 80.7% 63.9% 86.7% 80.7% 

42 Decision 
Tree 

Raw & PCA85 80.2% 65.4% 85.5% 80.4% 

43 Decision 
Tree 

Standard Scale 
& PCA95 

80.2% 59.6% 87.5% 80.0% 

44 Decision 
Tree 

Standard Scale 
& PCA90 

82.2% 64.3% 88.6% 82.1% 

45 Decision 
Tree 

Standard Scale 
& PCA85 

82.9% 65.9% 88.9% 82.8% 

46 Decision 
Tree 

Minmax & 
PCA95 

79.5% 62.9% 85.4% 79.6% 

47 Decision 
Tree 

Minmax & 
PCA90 

79.7% 61.4% 86.2% 79.7% 

 
 
48 

 
 
Decision 
Tree 

 
Minmax & 
PCA85 

 
 
81.7% 

 
 
64.8% 

 
 
87.7% 

 
 
81.7% 

Despite the fact that 95% of KNN applications have utilized PCA, DT has not. Not to mention, RF achieved remarkable 
outcomes without the use of PCA or any normalizing methods. 
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4.3 Overall performance 
We ran four experiments and got 48 results in all, which are shown in Table 3. The type of data utilized to feed the 
categorization algorithms informed the design of these investigations.  

In the first trial, we supplied digital data from picture conversion straight into the classifiers. In this experiment, the Random 
Forest model had the highest accuracy, coming in at 93.3%. In the second trial, we used Principal Component Analysis on 
the data, and the Support Vector Machine (SVM) model produced a little lower accuracy of 93.1%. Using the Standard 
Scale and Minmax algorithms to standardize the data for the third trial, SVM fared better than other classifiers with an 
accuracy of 93.3%. Ultimately, we used PCA to analyze the normalized data in the fourth experiment, and SVM produced 
the best results of all four with the maximum accuracy of 93.4%. 

We discovered that, in terms of processing time, the RF algorithm was the quickest. Compared to other algorithms, the 
SVM method produced results significantly more slowly even though its accuracy was 0.1% higher. To be more precise, 
SVM required over an hour to finish without the use of PCA; by comparison, the Random Forest (RF) method processed 
data considerably faster, averaging about 8 seconds for all experiments. 

4.4 Comparative analysis with state-of-the-art approaches 
By contrasting them with other models that have been published in the literature, we assessed how well our suggested 
machine learning models would identify COVID-19. However, because of variations in the dataset sizes utilized in earlier 
research, it was difficult to compare their performance directly. When the COVID-19 outbreak was first starting, many 
earlier research had trouble getting enough samples, but as time went on, more samples became available via open 
repositories like GitHub and Kaggle. Tables 4 provide our comparison analysis's findings. 

TABLE VI.   COMPARE OUR MODEL TO THE EXISTING ONES  

ID Reference Method Data Size Accuracy 
(%) COVI

D-19 
Nor
mal 

1 (Singh et 
al, 2021) 

SVM 371 1341 99.65 

2 (Mazin 
Abed 

Mohamm
ed et al, 
2020) 

SVM 400 400 95.0 

3 Proposed 
Model 

SVM 3,616 10,1
92 

93.4 

 
It was difficult for us to locate other research that used the same methodology as ours. But we also found that SVM was 
acknowledged as an effective machine learning model and used in a few of that research. For this reason, in order to assess 
the efficacy of our study, we decided to solely compare its performance with the SVM model. When testing new samples, 
we doubt the validity of the results from the initial reference. It's probable that the dataset they utilized contributed to 
overfitting, which inflates performance outcomes. 
 
5. CONCLUSION   
The goal of scientists' and researchers' persistent efforts and ceaseless research has been to use X-ray pictures to diagnose 
COVID-19. They have revolutionized medical science by enabling faster and more accurate disease diagnosis thanks to 
state-of-the-art computer science. Deep learning models have been the standard for many studies in this field, fueled by 
cutting-edge technology and reliable computer systems. However, there is a research vacuum concerning the application 
of machine learning methods for COVID-19 diagnosis.  
Driven by the paucity of study in this intriguing field, we set out on our own investigation with the goal of investigating 
novel algorithms and contrasting them with the ones that already existed. The outcomes were remarkable. Impressively, 
our (SVM) model has a 93.4% accuracy rate. 
We will not be satisfied to end here. With an insatiable passion for innovation, we focused on the future. Our next course 
of action is obvious: in order to improve our models' performance even more, we will use sophisticated image pre-
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processing methods. Our goal is to fully grasp the possibilities of our research and determine how well it might work in 
practical settings. 
Our vision went beyond what was possible in the lab. We imagined our models being applied in real-world healthcare 
situations, positively influencing patients' lives in a noticeable way. We gladly accepted the challenge, understanding that 
it would open the door to more advancements and modifications. Although the road ahead is unknown, we are prepared to 
press on and give it our all. 
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